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Abstract
A computational approach by an implementation of the principle component analysis (PCA)
with K-means and Gaussian mixture (GM) clustering methods from machine learning
algorithms to identify structural and dynamical heterogeneities of supercooled liquids is
developed. In this method, a collection of the average weighted coordination numbers (WCNs)
of particles calculated from particles’ positions are used as an order parameter to build a
low-dimensional representation of feature (structural) space for K-means clustering to sort the
particles in the system into few meso-states using PCA. Nano-domains or aggregated clusters
are also formed in configurational (real) space from a direct mapping using associated
meso-states’ particle identities with some misclassified interfacial particles. These classification
uncertainties can be improved by a co-learning strategy which utilizes the probabilistic GM
clustering and the information transfer between the structural space and configurational space
iteratively until convergence. A final classification of meso-states in structural space and
domains in configurational space are stable over long times and measured to have dynamical
heterogeneities. Armed with such a classification protocol, various studies over the
thermodynamic and dynamical properties of these domains indicate that the observed
heterogeneity is the result of liquid–liquid phase separation after quenching to a supercooled
state.
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1. Introduction

Glass plays a central role in nature and our daily lives. It is
essential in food processing, preservation of wildlife animals
under extreme cold [1]. Ordinary window glass, mostly made
of sand (SiO2), lime (CaCO3) and soda (Na2CO3) is a best
known manufactured amorphous solid product [2]. Optical
wave guides use pure amorphous silica while silicon in photo-
voltaic cell is amorphous. In principle, glassy state is attained
by supercooling a liquid below its melting temperature fast
enough to avoid crystallization. Under such rapid cooling,
the supercooled liquid attains mesoscopic structural disorder
with ‘complex dynamics’ such as non-exponential relaxation,
breakdown of Stokes–Einstein relation. Although these het-
erogeneities are well-known for decades [3–12], there is no
direct evidence to consistently classify and correlate these het-
erogeneities both structurally and dynamically. These follow-
ing questions remain a puzzle: What cause these heterogen-
eities to arise? What is the spatial order of magnitude of the
domains? Howmuch do dynamics vary among these domains?
Answers to those questions could significantly impact our
practical applications of glass-forming materials.

Observation of heterogeneous dynamics is directly linked
to the onset of cage effect [13] where particles become trapped
in local cages by their neighboring particles to prevent them
from moving around as a normal liquid. The cage effect is
manifested as a plateau in the self intermediate scattering func-
tion F(k, t) or the mean squared displacement of particles and
could be explained as following: If we take an instant snapshot
of the system, we see no impressive structure change close to
Tg. Let’s consider two different snapshots taken at two instants
of time separated by a time interval t. We can now capture
how particles move during this interval t. If the interval t is
too short, the system is still in ballistic regime, there is not a
significant variations of particles mobility because interaction
has not kicked in to make things interesting. Meanwhile, if
t is too long, larger than the relaxation time τ r (the longest
relaxation process), time average is equivalent to ensemble
average, hence all particles are statistically the same and each
particle will have the same mobility. t is selected such that
it is long enough to capture particles interaction but short
enough to avoid statistical homogeneity to observe the dif-
ference of high or low mobility of particles. Hence, such
intermediate time t value is closely related to the plateau of
the β-relaxation regime where particles become transiently
trapped in cages and F(k, t) remains constant. Only at suffi-
ciently long times will particles break free and full relaxation
takes place (α-relaxation). Particles mobility can vary several
orders of magnitude [14–16]. In addition, particles with one
mobility tends to form a cluster or a domain such that the
system are filled with different domains of particles. In other
words, particles move in cooperatively manner as a dynamic-
ally correlated mesoscopic domains with long relaxation time
scales [17–21]. A dynamical length-scale ξ can be associated
with the increasing dynamic heterogeneities because it meas-
ures the size of mesoscopic domains as equivalently to size of
growing cooperative motion of particles [22–30].

Several theories of glass transition have been developed to
seek a fundamental understanding of these spatial domains:
such as the energy landscape picture [31, 32], Adam–Gibbs
theory [20, 33, 34], and random first-order transition theories
(RFOTs) [23], to name a few. These theories present various
pictures of domains thermodynamically. Although these ther-
modynamic descriptions provide a simple and intuitive frame-
work related to dynamics and spatial structures of supercooled
liquids, it lacks a consistent classification protocol to charac-
terize the structure of these mesoscopic domains. The lack of
a clear characterization of these domain structures in super-
cooled liquids has hindered the formulation of a general theory
for glass transition. Unlike crystalline solids whose structures
can be easily detected due to its periodicity, no general clas-
sification scheme has been formulated for supercooled liquids
to the best of our knowledge.

Meanwhile, several classification schemes are developed
to identify structures in amorphous systems. The first kind
of approaches include Voronoi polyhedra [35–39], bond-
orientational order parameters [40, 41], the common-neighbor
analysis [42–44] and topological cluster classification [45, 46]
which are based on identification of a bond network among
particles. However, these methods require some specific struc-
tural information a priori which is unknown in general except
for few systems under certain situations. Other general ‘order-
agnostic’ approaches [17, 47] which rely not on a specific
structure but on some general properties have been developed.
One of them using mutual information based on Shannon
entropy [48], to determine structural length-scale. Structure
in one part of the system can influence structure in another
via mutual information, hence mutual information between
two regions can be computed as a function of distance [49],
which does not require a priori knowledge of the structure.
Another method is to seek networks among domains. Each
domain is considered as a non-interacting isolated community.
By minimizing the length-scale of these communities, it min-
imizes the interaction among communities [50], hence leads
to identification of clusters which are not specified before-
hand. Another type of methods is to introduce an external,
static perturbation in the form of an affine deformation of
coordinate data. A drawback of these approaches is that the
nature of structures identified is not as clear as the first kind
of approaches because it lacks microscopic details of particles
like bond network and coordination number (CN).

Given the significance of structural classification in super-
cooled liquids, we developed a new strategy to classify a
supercooled liquid into nano-domains using some algorithms
from machine learning (ML) such as the principle component
analysis (PCA), K-means and Gaussian mixture (GM) clus-
tering [51–54] both in structural and configurational spaces.
This classification protocol shows improvement over dis-
cussed methods in previous paragraph because it is similar
to ‘order-agnostic’ where the emergence of domains requires
no prior knowledge in one hand and at the same time con-
tains information of microscopic details as the first kind
of approaches (Voronoi polyhedra, bond-orientational order
parameters, etc).
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The nano-domains from our approach agree with the pic-
ture in the Adam–Gibbs and RFOT theories. Based upon our
classification, nature of these spatially distinct domains are
clearly characterized and each of these domains is correl-
ated with different diffusion constant distributions within a
domain, hence the spatially heterogeneous dynamics naturally
falls into two categories: the diffusion within various domains
and the domain rearrangement dynamics which reflect the
slow relaxation of the system. Structural evolution of these
nano-domains is identified as coarsening kinetics from the
liquid–liquid phase separation after rapid cooling or quench-
ing. Furthermore, temperature dependence and other proper-
ties of nano-domains are also studied to support this picture.
A well studied binary Lennard–Jones (LJ) model system, the
Kob–Andersen model [55–57], is used to demonstrate the cap-
ability of our classification scheme for supercooled liquids
since it is known that the model system does not crystallize
when it is supercooled well below the melting temperature.

The paper is organized as follows. Section 2 presents a
detailed presentation of the proposed method. This is followed
by an extensive result presentation with discussions. Some
concluding remarks are given in the final section.

2. Classification scheme

2.1. Simulation details

In this work, simulations are done with NPT ensemble (where
N is the number of particles, P is pressure and T is temperat-
ure) using the molecular dynamics (MD) simulation package,
LAMMPS [58]. Noose–Hoover thermostats are employed to
control both external pressure (pressure is set to 0) and tem-
perature. The atomic interaction potential used in our work is
the well-known Kob–Andersen binary LJ model [55–57]. The
standard form of the LJ potential can be expressed as:

V(r) =

{
4εA,B

[(σA,B
r

)12 − (σA,B
r

)6]
for (r⩽ rc)

0 for (r> rc),
(1)

where the parameter ϵ is the potential well depth, σ is the char-
acteristic atomic diameter and the cutting distance rc is set
to 2.5σA,B. The parameters for solid Ar are adopted [59, 60]:
σ= 0.3405 Å and ϵ

kB
= 119.8 K where kB is the Boltzmann

constant and particle mass m = 6.69× 10−26 kg. The con-
ventional reduced unit for LJ system is used: the mass unit
is set to the weight of one Ar atom while the length unit in

σ, energy unit in ϵ, the time unit in term of τ = t
√

mσ2

ϵ and

reduced temperature is defined by T∗ = T( ϵ
kB
). The system

consists of 80% of A and 20% of B particles with ϵAA = 1,
σAA = 1, ϵAB = 1, σAB = 0.8, ϵBB = 0.5 and σBB = 0.88 while
mA = mB = 1. Periodic boundary conditions are applied to all
directions. The time step is set to 0.005τ which is about 10
femtoseconds. Number of particles of the systems studied are
5000, 16 000 and 50 000. To prepare the liquid at supercooled
conditions, we first heated up the system to a high temperat-
ure to obtain a liquid state. After a short period of equilibration

and relaxation, the system is quenched to three different target
temperatures T∗ = {0.37,0.3,0.2}. The cooling process has
been done by linearly decreasing temperature via re-scaling
atomic velocity: T= T0 − γn, where γ is the cooling rate
(3.3× 1010 Ks−1 if taking Ar parameters) and n is the num-
ber of MD steps. These temperatures are reasonably selected
because: T∗ = {0.37,0.3} are below the mode-coupling tem-
perature T∗

c ≈ 0.435 predicted by mode-coupling theory [5,
61] but above glass transition temperature (T∗

g = 0.25) [4] to
observe any change of dynamics [62] while T∗ = 0.2 is below
the T∗

g to study the trend of structural heterogeneity for tem-
perature dependence. After two million time steps equilibra-
tion, the system is run for another 3 million time steps, saving
configurations every 100 steps or 0.05τ . The average number
density ρ∗ = {1.14,1.17,1.19}.

2.2. Radial distribution function (rdf) and weighted CNs
(WCNs)

To investigate structural heterogeneities of a disordered sys-
tem, rdf g(r) is commonly employed to describe spatial local
environments by means of collecting averaged CNs which
describe the relative number of neighboring particles in a par-
ticular surrounding spherical shell of a particle, which is the
same for all particles. However, this highly averaged CNs rep-
resentation of the system lacks the details to provide real-
istic features of the spatial heterogeneity of a supercooled
liquid. Meanwhile, for a particular configuration of the sys-
tem either by a snapshot from a molecular simulation or an
experimental image of supercooled colloidal system from con-
focal microscopy, local structures for each of an M particles
system can be characterized with its local coordination shell
structure. Naturally, a middle ground is an order parameter
that can classify these local structures of the system into a
few meso-states which is useful to describe the heterogen-
ous structure of the system. In addition, aggregated clusters or
domains, whose particles from the samemeso-states should be
formed in the configurational space, together tile up the whole
system to make classification scheme work both structurally
and configurationally. Furthermore, meso-states in the struc-
tural space and domains in the configurational space should
live long enough to afford further analysis. For example these
meso-states and domains can directly relate to the onset of
caging effect which is attributed to plateau region of mean-
square displacement trajectories in figure 1(b)). In this study,
the timescale for this analysis is from 5× 101 to 2× 104 MD
units or converted to 0.1–40 ns which associates with the plat-
eau region at different temperatures.

Using MD simulations of this model system, the CN of a
particle can be calculated. In this study, the A/B identity of the
particles is ignored, which can be thought as the supercooled
liquid state being generated from an effective one-component
system. However, CN-based features suffer a strict cut-off
value to determine whether a neighbor particle is counted as in
or out of the shell. To avoid this hard assignment, WCNs [63],
which utilize the normalized Gaussian distribution based on
the shell structure of the system g(r) (figure 1(a)) to weight
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Figure 1. (a) Radial distribution function (rdf) employed by the weighted Gaussian functions for the Kob–Andersen binary LJ system
at T∗ = 0.2, regardless of particles identities. The color and superscript indicate the WCN’s positions and numbers along the rdf.
(b) All-particle MSDs as a function of time at various temperatures regardless of their identities.

the contribution of each neighboring particle based on the
particle’s distance to the center one. Using the relevant solva-
tion shell features as identified maxima and minima along the
rdf, the normalized Gaussian distribution functions are placed
at the center of these shell features as shown in figure 1(a). The
width of the Gaussian functions depends on the area that the
solvation feature covers and neighboring Gaussians such that
the value of the intersection is assigned to 0 or roughly 0.25
depending on whether or not the two shells are largely over-
lapping. However, width and the size of the overlapping areas
of the Gaussians do not change the consistency of the final
results. The WCNs smooth out transitions between solvation
shells by counting the particles sitting at the center of the fea-
tures as one while the one further away from the center fea-
ture is counted as a fraction based on the Gaussian distribu-
tion function. For each configuration, employing this WCN
implementation, each component of a particle’s WCNs vector
is determined by summing the weight from all surrounding
particles within that shell and the dimension of the WCN vec-
tor is determined by the number of shells reasonably covering
the main features of the g(r), N= 12 in figure 1(a); other num-
bers of shells tested yield consistent results.

For a single configuration of the simulation, WCNs of all
particles are collected from the particles’ CNs smoothed using
the g(r), hence the features data for the entire system is rep-
resented by a matrix X̃ of MxN which is obtained from N
WCNs for each of M particles system. WCNs are noisy and
complicated in a disordered system, hence require a further
step to remove some of these noises. Instead of WCNs, aver-
agedWCNs is used which has a form:WCNi = 1

Nb

∑Nb
j WCNj,

where Nb is the number of neighboring particles in each shell
plus the particle i itself.

2.3. Dimensionality reduction and clustering

For each particle, each of N features in the WCNs matrix is
constructed separately to describe its own local solvation shell
environment with respect to its surrounding particles, it is dis-
connected from each other to form a proper feature space. To

resolve this issue, PCA [64] is used for dimension reduction,
namely to linearly transform originalWCNsmatrix into a new
feature space that reduce N particles’ features to a few cor-
related ones. Mathematically, PCA can be done through the
following three steps:

• Obtaining the mean-free data X= X̃−⟨X̃⟩ where the aver-
age is over M particles for each component of WCNs.

• Forming the correlation matrix C= X⊺X, which is N×N.
• The principle components ui are obtained after solving the

eigenvalue problem: Cui = σ2
i ui. The eigenvalue σ2

i meas-
ures the variance of the data along each principle compon-
ent (PC) i. PCA is optimal in term of seeking small num-
bers of PCs but maximizing cumulative proportion of vari-
ance explained (PVE) σ2

i by each principle component. In
other words, the numbers of retained PCs depend on their
total PVE such that the total PVE is⩾95% of total variances
presented in X̃.

The new complete basis composes of all PCs:
U= [u1,u2, ..uN] where each ui is a collective coordinate
with N components corresponding to the number of features
in the data input. In our study, the first three PCs retains about
85%–90%, so 6–7 PCs are sufficient enough to form PC’s
basis whose PVE could be ⩾95% of total variances presented
in X̃. The new coordinates (PC representation) are generated
from an inner product of original WCNs matrix with the PC’s
basis (PC-space), mathematically, Y= U⊺X̃. We then use K-
means clustering method to decipher hidden structures of the
PC representation by classifying particles into distinct clusters
called meso-states. K-means clustering is chosen because it is
an unsupervised standard technique that geometrically separ-
ate particles into clusters that aggregated together because of
certain similarities.

However, the K-means requires prior knowledge of the
number of existing clusters K in the data structure to work
effectively, which is generally unknown in most cases. An
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Figure 2. A 3D snapshot of meso-states of 5000 particles system at T∗ = 0.2 from direct mapping and the Elbow test. Panels (a) and (b) are
for the PC-space and configurational space while panel (c) displays the Elbow convergence test. The hat symbol for labeling axes of the PC
space represents the inner product of a particle’sWCNs with the PC basis, in this case for the first three PC components. Blue and orange
particles belong to meso-state 1 and 2, respectively. X, Y, Z are atomic coordinates in reduced units.

implementation of the Elbow convergent test could provides a
reasonable prediction of the K values. The Elbow test permits
the number of clusters K being varied freely and computes the
Within–Cluster sum of square distance (Wss) which is the sum
of square distances between each data point and the centroid
within a cluster. As the number of clusters K increase, theWss
will start to decrease and eventually become roughly constant
regardless of further increasing K. The Elbow plot of the Wss
against K looks like an Elbow shape where the Elbow point
normally corresponds to an initial guess of K used in K-means
clustering. In many cases, the Elbow plot has a clear Elbow
point which indicates a good guess for K-means. In our case,
initial K remains uncertain because the Elbow shape is poor
to single out an Elbow point, thus we can only narrow down
a possible range of K values (K = 2–5) (figure 2(c)). After
a careful trial-and-error process with help of the co-learning
strategy, K = 2 is selected; details of the process is discussed
in the appendix A. Given K = 2, particles in the PC-space
are classified into 2 distinct meso-states (figure 2(a)), then a
direct mapping using the identities of particles in each meso-
state in the PC-space also forms aggregated clusters in the con-
figurational space as shown in figure 2(b); different projected
angles of figures 2(a) and (b) to confirm the clustering struc-
tures both in PC and real space are in appendix B. Naturally,
each meso-state have mixing A and B particles. On the other
hand, each type of (A or B) particles itself appears as two dis-
tinct aggregated domains in the configurational space. This is
clearly demonstrated in the appendix C.

Although domains are generated in the real space by a
simplemapping of particles’ identities in the PC-space afterK-
means clustering, there are two issues needed to be addressed.
Firstly, the principle of K-means clustering relies on assigning

a particle to a cluster where its Euclidean distance (E-dist) to
the centroid of that cluster is the closest among others. In other
words, assignment of a particle depends on the E-dist measure
sensitively which becomes robust for core particles of each
meso-state because the difference of their distances from one
state to another is well-defined. However, the E-dist criterion
becomes an issue to assign interfacial particles due to the small
differences in their distances to either states, so it could lead to
misclassification. Secondly, even though identities of clusters
are preserved from the PC-space to the configurational space
the inverse transfer of the knowledge is not clear, but physic-
ally the transfer of knowledge should be bi-directional. Thus,
a co-learning strategy is developed as the following:

1. Perform K-means clustering in the PC-space.
2. Use the initial knowledge of the clustering from the PC-

space to perform a GM classification in the configurational
space to soften the hard assignment from the K-means:
(a) do a direct mapping of particles identities in the PC

space to identify distinct nano-domains in the real
space.

(b) build a mixture model of multivariate Gaussian dis-
tributions of domains, then assignment of a particle
belonging to a domain is determined by maximizing
Gaussian probability among different domains.

3. Similar to step 2, perform GM in the PC-space from the
clustering knowledge in the configurational space.

4. Iteratively perform GM classification in both spaces until
convergence.

Classification of interfacial particles by the co-learning
strategy converges quickly in both PC-space (figures 3(a) and
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Figure 3. A 3D snapshot of 2 meso-states of 5000 particles system at T∗ = 0.2 from our co-learning method. Panels (a) and (c) are for the
PC-space and configurational space for iteration 2 while panels (b) and (d) represent clusters formed in the PC-space and configurational
space for iteration 3.

(c)) and configurational space (figures 3(b) and (d)) after few
iterations (3–5 runs on average) as shown in the figure 3. The
co-learning strategy shows improvement over K-means as it
generalizes and fills the missing information from a direct
information transfer from the PC-space to the configurational
space. In other words, it allows a bi-directional information
transfer. Firstly, correct classification of interfacial particles
comes from using probabilistic clustering like GM to avoid
sensitivities of E-dist criterion of the K-means. This GM
clustering allows assignment of interfacial particles to two
states and the decision is made by the maximum-likelihood
of the Gaussian probability, which creates a boundary region
of meso-states in the PC-space as shown in figure 3(c). In
the configurational space, we also find that the core particles

in both domains are still the same, only interfacial particles
are properly re-assigned to make the final results consistent
with the direct mapping (figure 2(b)) and co-learning strategy
(figure 3(d)). Secondly, the classification scheme utilizes the
information from both spaces in a self-consistent manner.

3. Results and discussion

3.1. Nature of nano-domains: statics

In the previous section, a picture of structural and config-
urational heterogeneity is revealed by the classification of
the system into meso-states (in PC-space) or nano-domains

6



J. Phys.: Condens. Matter 35 (2023) 465401 V Nguyen and X Song

Figure 4. (a) Weighted (according to the number of particles in each meso-state) partial g(r) decomposition of each meso-state at T∗ = 0.3.
Panels (b)–(f) are the weighted WCNs distribution for the first five solvation shells of each meso-state and the whole system, respectively(ss
stands for solvation shell). Given the classification of particles identities, the average WCN distributions along each solvation shell for each
meso-state is obtained by averaging over 5 ns. The partial g(r)s in the figure (a) is constructed based on the particle’s identities of each state
and scaled by the weight obtained from WCNs bimodality along each solvation shell by averaging over 5 ns.

(in real space). In order to clarify the physical interpretation
of these nano-domains, it is observed that in the PC-space
bimodality of WCNs distribution along each solvation shell.
Figures 4(b)–(f) provide clear evidence of two meso-states in
the PC space, for example the total WCNs distributions along
first five solvation shells of the system are decomposed into
distributions of each individual meso-state as there is a co-
existence of two meso-states with different unique local struc-
tures. Furthermore, the bimodal distributions of the WCNs
along all shells in the PC-space can be transformed into a

construction of partial g(r)s in the configurational space as
shown in figure 4(a). The total g(r) of the whole system is
the summation of the weighted partial g(r)s (blue and orange
curves) representing two meso-states. In other words, the clas-
sification scheme provides a method to decompose the total
g(r) of the system into two partial g(r)s, which represent
two different meso-structures whose particles form various
domains that tile up the whole configurational space.

Another quantitative measure of these distinct meso-states
is to compute density and pressure profiles of the domains.

7
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Figure 5. (a) Density profile varying with distance from the center of a domain of meso-state 1 at T∗ = 0.3. (b) Normal and tangential
components of the pressure tensor varying with the distance from the center of a domain of meso-state 1. The green spheres and black
squares are normal (Psim

N ) and tangential (Psim
T ) pressures obtained in the simulation, respectively. The red line is the fit to the normal

pressure (PN) and the blue line is the tangential pressure (PT) obtained to verify mechanical equilibrium.

Because the shapes of the domains are irregular, the thermody-
namic properties of the two meso-states were calculated using
a spherical region inside a domain of meso-state 1 and a thin
shell in the outermost meso-state 2 region. Figure 5(a) shows
the radial distribution of the atomic number density from the
center of meso-state 1. Meanwhile, the six components of the
pressure tensor (pxx, pyy, pzz, pxy, pyx, pxz and pzx) for each atom
are computed in the Cartesian coordinate. The pressure tensor
is then transformed into polar coordinate representation whose
corresponding components will be (prr, pθθ, pϕϕ, prθ, pθϕ and
pϕ r). It is noted that the magnitude of the off-diagonal terms
is negligible compared to diagonal terms, thus the pressure
tensor can be expressed as [65, 66]:

P(r) = PN(r)erer+PT(r)(eθeθ + eϕeϕ), (2)

where er, eθ and eϕ are unit vectors, PN and PT are the radial
or normal and transverse components of the pressure tensor,
respectively. The radial profiles of the components PN(r) and
PT(r) are obtained by integrating out the angular degrees of
freedom over thin spherical shells extending outwards from
the origin. Figure 5(b) shows the normal (PN) and tangen-
tial (PT) pressure profiles approximated as a spherical inter-
face within the solid angle of the calculation. It is verified
that the normal and tangential profiles satisfy the mechanical
equilibrium,∇ ·P= 0, which in spherical coordinates is given
by [66, 67]:

PT(r) = PN(r)+
r
2
dPN(r)

dr
, (3)

where the second term is the derivative of the normal pressure
with respect to distance from the center of meso-state 1.

The formation of local spherical interfaces from density and
pressure profiles in figure 5 signifies a strong indication for the
co-existence of two local distinct meso-states in supercooled
states.

3.2. Nature of the nano-domains: dynamics

With our classification scheme, the bimodal decomposition
of the g(r), the density and pressure profiles seem to indic-
ate an coexistence of two phases with domain structures after
quenching, where similar liquid–liquid phase separation is
also observed in a model 2D system with such classification
scheme [68]. To further check the validity of such a picture,
some dynamical signatures of a liquid–liquid phase separation
are evaluated.

First of all, there will be two well separated relaxation time
scales in such a scenario. The particles within the domains that
belong to the same meso-states should have the same diffusion
behavior as they are in the same thermodynamic state. After
finding the nano-domains in the configurational space, core
particles, the particles stay in that domain during the whole
simulation time, in each domain are sorted. Core particles are
colored as red and grey for meso-state 1 (blue) and black and
green for meso-state 2 (orange) as shown in figures 6(a) and
(b). 2D cross section of core particles is taken for the purpose
of visualization. Collected core particles from each domain are
then used to compute mean-square displacements to get diffu-
sion constant by Einstein relation. Figures 6(c) and (d) show
different diffusion constant distribution of different domains
at different temperatures, hence supports the picture that the
domains that belong to the same meso-state have the same dif-
fusion behavior.

In the section 2.2, the stability of nano-domains is asso-
ciated with the onset of cage-breaking processes which is
reflected as a plateau in the self intermediate coherent func-
tion F(k, t) or in diffusion dynamics via MSD (figure 1(b)).
The timescale of the cage processes depends on temperat-
ure, a quantitative study will interesting, but some qualitat-
ive observations can still be made. Given the glass transition
temperature being T∗g = 0.25 for this system, different config-
urational snapshots can be used to qualitatively examine times-
cale of nano-domains. Figure 7 shows three different 10 ns lag
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Figure 6. (a), (b) 2D representation of sorted cores particles of meso-states in bifurcated domains of a 16 000 particles system at T∗ = 0.3.
(c), (d) Distribution of diffusion constants of core particles at different temperatures.

time snapshots which are taken at three different temperat-
ures. At T∗ = 0.2 which is below T∗

g , almost all of particles
are immobile and freeze at their local domains, so lifetime
of nano-domains are indefinitely long. Meanwhile, as tem-
perature goes up, more particles are able to escape out the
cage as illustrated from T∗ = 0.3 to T∗ = 0.37 in figure 7,
hence nano-domain shapes are changing relatively quickly
and become less static. These phenomena are confirmed by
quantitatively evaluating particles fluctuation of the domains
as shown in figures 8(a)–(c). Themagnitude of particles fluctu-
ations increases as the temperature increases because of higher
number of mobile particles.

Another signature of the liquid–liquid phase separation
that follows the quenching from a high temperature equilib-
rium (normal liquid) state to a super-cooled state is the scal-
ing law of the domain size growth [69–71]. In this case, the
two meso-states are the equilibrium thermodynamic states
with domains formed either via spinodal decomposition or
nucleation such as shown in figure 3(d) [68, 72]. It is well-
established that the growth of characteristic domain size fol-
lows an algebraic growth law in time [69–71] L(t)∼ t1/3

for conserved scalar order parameters (even though the A/B
particles are treated as the same in our classification, but
the growth dynamics still follows the conserved order para-
meter scaling law as the real dynamics is still constrained by
the swapping of A/B identity) [73–77] which can be tested

by the calculation of equal-time correlation function C(r, t)
from our classification. Considering a scalar order parameter
ψ, the equal-time correlation is: C(r, t) = N−1∑

iψi(t)ψi+r(t)
where N is the number of particles, i+ r indicates a neigh-
boring particle displaced by a distance r relative to the ref-
erence particle i with ψi = +1 for particles identities of
state 1 and ψi = −1 for particles identities of state 2,
hence the product of ψi(t)ψi+r(t) will be +1 between pair
of particles from the same state and will be −1 otherwise.
Since the domain identities for each particle are known from
the classification scheme, the result of C(r, t) indeed confirms
the scaling law of domains growth L(t)∼ t1/3 as shown in
figure 8(d).

Finally, similar to the 2D case [68], the number of domains
belonging to the same meso-state will increase to tile up
the whole system as the system size increases. However, 3D
domains are hard to visualize, so their spatial structures are
illustrated by taking different 2D cross sections at different
configurations. Figures 9(a) and (c) shows two different cross
sections of two domains that belong to the same meso-state 1.
These two domains are also shown by taking a second snapshot
at 2 ns later in figures 9(b) and (c). As the system size contin-
ues to increase, the meso-state1 will split into more domains
as shown in figure 10 for 50 000 particles system. It should
be emphasized that the structure of a domain might disappear
in some regions of the space along different cross sections
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Figure 7. 3D snapshots of meso-states at different temperatures. The snapshots are at every 10 ns lag time.

10



J. Phys.: Condens. Matter 35 (2023) 465401 V Nguyen and X Song

Figure 8. (a)–(c) Particle number fluctuations of meso-states at different temperatures over 5 ns. (d) Equal-time correlation C(r, t) at
T∗ = 0.2.

Figure 9. 2D representation of bifurcated domains for meso-states of 16 000 particles system at T∗ = 0.2, Panels (a), (c) and (b), (d) are
two different cross section along Z-direction of two different snapshots. The two snapshots are at 2 ns lag time. The green lines are an guide
to the eye for the boundaries among bifurcated domains and the numbers represent the various domains of a specific meso-state.
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Figure 10. 2D cross sections along Y-axis to represent bifurcated domains of meso-states of 50 000 particles system at T∗ = 0.2. The green
lines are an guide to the eye for the boundaries among bifurcated domains and the numbers represent the various domains of a specific
meso-state.

as happened to the bifurcated domain 2,3,4 to illustrate the
finiteness of each domain in 3D configurational space.

4. Concluding remarks

ML methods are used to develop a scheme to identify spa-
tially co-existing meso-states or nano-domains both struc-
turally and configurationally. The physical interpretation of
these meso-states are explicitly demonstrated by the observa-
tion of bimodality of WCNs distribution along each solvation
shell, the corresponding construction of weighted partial g(r);
the formation of interfaces from calculations of the pressure
and density profiles. Given the classification, heterogeneous
dynamics of these nano-domains are captured by the differ-
ence in the collective distribution of diffusion constants; spa-
tial characterization of these nano-domains is used to evaluate
their lifetimes to understand of cage effect for longer relax-
ation dynamics. Furthermore, kinetic domain growth scaling
law calculation presents a direct evidence to indicate that such
domains are the result of liquid-liquid phase separation when
the system is at supercooled condition from quenching.

Using the classification scheme developed in this report, the
L–L phase separation behaviors can be studied in details. The
observed domain structures provide a natural molecular realiz-
ation of the Adam–Gibbs’ Cooperative Rearranging Regions
or the mosaic picture of ROFT. These domain structures nat-
urally lead to two types of relaxation dynamics, the intra-
domain relaxation is largely due to diffusion inside a domain

and the inter-domain relaxationwhich is related to the coarsen-
ing kinetics of the first-order phase transitions. Therefore, the
classification scheme provides a platform for further extensive
statistical mechanics analysis of supercooled liquids.
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Appendix A. Selection of K = 2

In the main text, the Elbow test cannot determine an effective
K value for initial K-means clustering but a possible range of
K clusters. For a selection of K = 2 as described in the main
text, we first constructedK-means clusteringmodels with vari-
ous numbers of K (from 2 to 4) in the PC-space as shown in
figures A1(a), (c), (e) and in the configurational space by dir-
ect mapping in figures A2(a), (c) and (e). For all models of
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Figure A1. Comparison for different K values for initial K-means and after converged iteration of 5000 particles in PC-space at T∗ = 0.2.

K-means clustering in the previous step, we then performed
the co-learning strategy for each K = 2, 3, 4 to sort out the
one K that all models of K-means converge in both the PC and
real space. Final results presented in both PC (figures A1(b),

(d) and (f)) and configurational space (figures A2(b), (d) and
(f)) show convergence for K = 2 for all K-means models, thus
support our K = 2 choice. Physically for an one-component
system the Gibbs phase rule will lead to K = 2 as well.
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Figure A2. Comparison for different K values for initial K-means and after converged iteration of 5000 particles in real space at T∗ = 0.2.
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Figure B1. Different angles projection to display the local meso-states structure in PC and configurational spaces from the figures 2(a)
and (b) in the main text. Panels (a)–(c) are for PC-space and (d)–(f) are for the configurational space.

Appendix B. Angle projection to visualize the
meso-state structure

In addition to the figures in the main text, in figure B1 different
angle projections of figures 2(a) and (b) are presented here to
provide different view for the domain structure.

Appendix C. Classification of A/B particles type

In the main text, the identity of particles’ type (A/B) is ignored
when collecting WCNs for the classification of particles into
meso-states. Indeed each meso-state consists of a mixture of
A and B particles shown in figure C1.
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Figure C1. A 3D projection of classified A/B particles in configurational space of 5000 particles system at T∗ = 0.2. Panels (a) and (b) are
classified A or B particles in both meso-states while panels (c) and (d) are A and B particles of a particular meso-state. Grey and red are A
and B particles belonging to meso-state 1, green and black are A and B particles of meso-state 2. Meso-state 1 has 2052 A particles and 459
B particles while the meso-state 2 has 1948 A particles and 541 B particles, so the ratio of A/B particles in each meso-state is roughly 4.47
and 3.60, respectively, which is different from the bulk one.
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