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Abstract

Recently, a number of methods have been developed to alleviate the vulnerability of deep neural networks to adversarial examples, among which adversarial training and its variants have been demonstrated to be the most effective empirically. This paper aims to further improve the robustness of adversarial training against adversarial examples. We propose a new training method called mutual information and mean absolute error adversarial training (MIMAE-AT) in which the mutual information between the probabilistic predictions of the natural and the adversarial examples along with the mean absolute error between their logits are used as regularization terms to the standard adversarial training. We conduct experiments and demonstrate that the proposed MIMAE-AT method improves the state-of-the-art on adversarial robustness.
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1. Introduction

The progress of deep neural networks is remarkable. Often said to be capable of achieving human-level intelligence, deep learning models have outperformed human-level intelligence in some complex tasks. They have defeated human grandmasters in Go, a game so difficult that it was once thought to be beyond the reach of AI because there are more possibilities for an algorithm to explore in a single game than there are atoms in the universe (Silver et al., 2017). In computer vision, this progress significantly improves the performance of self-driving car (Chen and Huang, 2017) and medical image processing. However, deep learning models have been shown to be vulnerable to adversarial examples, which lead the model to predict, with high confidence, a wrong class (Goodfellow et al., 2014).

A number of defense strategies have been proposed in response to the vulnerability of deep learning models. The strategies can be classified into two categories: adversarial detection and adversarial defense. Adversarial detection seeks to detect malicious samples before they are fed to the model (Li and Li, 2017; Feinman et al., 2017; Meng and Chen, 2017; Xu et al., 2018). To detect malicious examples, Xu et al. (2018) suggested detection using feature squeezing, while Li and Li (2017) proposed detecting adversarial examples by analyzing whether they come from the same distribution as the normal examples, instead of training a deep neural network to detect them. Meng and Chen (2017) proposed MagNet that includes one or more separate detector networks and a reformer
network where the detector networks learn to differentiate between normal and adversarial examples by approximating the manifold of normal examples.

On the other hand, adversarial defense can be classified into two subgroups: certified and empirical defenses. Certified defense provides a provable guarantee of adversarial robustness to norm bounded attacks (Balunovic and Vechev, 2019; Cohen et al., 2019; Wong and Kolter, 2018; Raghunathan et al., 2018; Zhang et al., 2019). However, the state-of-the-art certified defenses at this point achieve lower natural as well as robust accuracy when compared to state-of-the-art empirical defenses. Among the empirical defense methods, adversarial training and its variants have been demonstrated to be the most successful (Athalye et al., 2018). Adversarial training incorporates adversarial examples during the training of deep learning models to make them less vulnerable to adversarial examples. Let \( D = \{(x_i, y_i)\}_{i=1}^{n} \) be a set of data points where \( x_i \) are feature vectors and \( y_i \) class labels. The objective function of the standard adversarial training (Madry et al., 2018) is defined as follows:

\[
\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} \max_{x' \in B_\epsilon[x_i]} l(f_{\theta}(x'_i), y_i),
\]

where \( f_{\theta}(.) \) is the prediction of neural networks with parameters \( \theta \), \( l(.,.) \) is the loss function and \( B_\epsilon[x] = \{x' | \|x' - x\|_p < \epsilon\} \) is a neighborhood of \( x \). The inner maximization is used to generate adversarial examples given inputs \( x_i \), which are then used to train the model by minimizing the loss (outer minimization).

Inspired by the empirical success of adversarial training, several variants have been proposed (Cai et al., 2018; Zhang et al., 2019; Wang et al., 2019, 2020). In this paper, we work along the line of adversarial training and propose a simple, yet very effective training objective consisting of two regularization terms to the adversarial training loss function in Eq. (1). Our main contributions are summarized as follows:

* We propose a new training objective, termed MIMAE-AT, for improving the robustness of deep neural networks against adversarial examples that consists of two regularization terms to the standard adversarial training: mutual information between the probabilistic predictions of the natural example and its adversarial version and the mean absolute error between their logits.

* We experimentally demonstrate that the proposed MIMAE-AT method improves the state-of-the-art on adversarial robustness against common attacks and achieves a better trade-off between the natural accuracy and adversarial robustness.

2. Related Work

A number of adversarial defense methods have been proposed based on utilizing adversarial examples during the training (Madry et al., 2018; Kannan et al., 2018; Cai et al., 2018; Zhang et al., 2019; Wang et al., 2019, 2020; Ding et al., 2020). In particular, encouraged by the success of the adversarial training (AT) method proposed by Madry et al. (2018), several variants have been proposed with varying regularization terms and training objective functions that improve adversarial robustness. Adversarial Logit Pairing (ALP) (Kannan et al., 2018) proposes a regularization term that minimizes the mean square error loss between the logits of natural and adversarial examples. However, Engstrom et al. (2018) raises doubts about the effectiveness of ALP. TRADES (Zhang et al., 2019)
theoretically characterizes the trade-off between accuracy and robustness of classification problems and proposes a regularization term that trades adversarial robustness off against accuracy and is shown experimentally to improve adversarial robustness over the standard AT. MMA (Ding et al., 2020) proposes a training objective that directly maximizes the input margin for each data point to achieve adversarial robustness and is shown to have improved performance over TRADES. MART (Wang et al., 2020) proposes a regularization term that explicitly differentiates misclassified and correctly classified examples and achieves the state-of-the-art adversarial robustness.

In this work, we aim to further improve the adversarial training and propose to use the mutual information between the probabilistic predictions of the natural and the adversarial examples as a regularization term to the standard AT. Mutual information has been heavily used in information theory for various applications, e.g. clustering and image segmentation. Several recent works have used mutual information to train deep neural networks. For example, Hu et al. (2017) maximizes the mutual information between data and its representation to encourage the predicted representations of augmented data points to be close to those of the original data, and Hjelm et al. (2018) leverage mutual information estimation for representation learning. A mutual information objective function has also been used in unsupervised clustering along the same line in Ji et al. (2019) aiming to group data points into classes by training without any labels a randomly initialized neural network into a classification function. A recent method proposes unsupervised learning to obtain robust representations by maximizing the worst-case mutual information between the input and output distributions (Zhu et al., 2020).

3. Preliminaries

We will use capital letters $X, Y$ to represent random variables and lower-case letters $x, y$ to represent their realisation. Mutual information is often used to measure the mutual dependency between two random variables and is defined for discrete random variables as follows:

$$MI(X,Y) = \sum_{y \in Y} \sum_{x \in X} P(x,y) \log\left( \frac{P(x,y)}{P(x)P(y)} \right),$$

(2)

where $P(X,Y)$ is the joint probability mass function of $X$ and $Y$.

3.1. Notation

We study a classification problem with $C$ classes. Let the data set be $D = \{(x_i, y_i)\}_{i=1}^n$ where $x_i$ is a (natural) input example associated with the label $y_i \in \{1, \ldots, C\}$. Let $f_c(x_i, \theta)$ be the logit output of the deep neural network with model parameters $\theta$ corresponding to class $c$. Let the output of the network be interpreted as a distribution of a discrete random variable $Z$ over $C$ classes. The probability that the network predicts a class "c" given the input example $x_i$ is given by the following softmax function:

$$p_c(x_i, \theta) = P(Z = c | X = x_i, \theta) = \frac{e^{f_c(x_i, \theta)}}{\sum_{c'=1}^C e^{f_{c'}(x_i, \theta)}}.$$  

(3)

Given input $x_i$, the output $Z$ of the network follows the distribution $p(x_i, \theta)$. The prediction of the network is given by $f_\theta(x_i) = \arg\max_c p_c(x_i, \theta)$. The loss of the model over the dataset $D$ for a
loss function \( l(\cdot) \) is defined as follows:

\[
E[l(\cdot)] = \frac{1}{n} \sum_{i=1}^{n} l(f_\theta(x_i), y_i).
\]  

### 3.2. Adversarial Data Generation

A lot of works have been done seeking to generate (with small perturbations) adversarial examples that fool a model with high confidence, including Fast Gradient Sign Method (FGSM) (Goodfellow et al., 2014), BIN (Kurakin et al., 2016), R-FGSM (Tramèr et al., 2018), FFGSM (Wong et al., 2020), DeepFool (Moosavi-Dezfooli et al., 2016), and strong attacks PGD (Madry et al., 2018) and CW (PGD optimized with CW loss) (Carlini and Wagner, 2017).

Let an \( \epsilon \) neighborhood of \( x \) be defined as \( B_\epsilon[x] = \{x' \mid \|x' - x\|_p < \epsilon \} \) where \( \| \cdot \|_p \) denotes the \( L_p \) norm. To generate strong adversarial examples, PGD performs a multiple-step maximization of the inner part in Eq. (1) by projected gradient descent (PGD) on the negative loss:

\[
x'_i \leftarrow \prod_{B_\epsilon[x]} (x'_i + \alpha \cdot \text{sgn} (\nabla_{x'_i} l(f_\theta(x_i), y_i)))
\]  

where \( \prod(,.) \) is the projection operator.

### 4. Proposed Defense

#### 4.1. Empirical Risk

Consider the adversarial risk on dataset \( D = \{(x_i, y_i)\}_{i=1}^{n} \) of the classifier model \( f_\theta(\cdot) \) with the 0-1 loss formulated as (Madry et al., 2018; Zhang et al., 2019):

\[
\text{Risk}(f_\theta(\cdot)) = \frac{1}{n} \sum_{i=1}^{n} \max_{x'_i \in B_\epsilon[x]} \mathbb{1}(f_\theta(x'_i) \neq y_i)
\]  

where \( \mathbb{1}(\cdot) \) is the indicator function.

Standard AT (Madry et al., 2018) aims to minimize the adversarial risk in Eq. (6). We propose to add a regularization term to the adversarial risk to encourage learning a model that makes the same classification decisions on the natural input example and its perturbed version. Similar ideas have been used for improving the robustness of deep neural networks (Zheng et al., 2016; Wang et al., 2020). We believe a perfectly robust classifier should produce exactly the same prediction on an input and its corresponding adversarial version, which is not reflected in the adversarial risk in Eq. (6). We hypothesize minimizing \( \mathbb{1}(f_\theta(x_i) \neq f_\theta(x'_i)) \) as a regularization term may help improve adversarial robustness. We therefore propose to train a model that minimizes the following regularized adversarial risk

\[
\text{Risk}_r(f_\theta(\cdot)) = \frac{1}{n} \sum_{i=1}^{n} [\mathbb{1}(f_\theta(x'_i) \neq y_i) + \mathbb{1}(f_\theta(x_i) \neq f_\theta(x'_i))],
\]  

where

\[
x'_i = \arg \max_{x'_i \in B_\epsilon[x]} \mathbb{1}(f_\theta(x'_i) \neq y_i).
\]
4.2. MIMAE-AT Training Objective

Directly minimizing the empirical risk defined in Eq. (7) with 0-1 loss is intractable. The 0-1 loss is usually replaced by an appropriate convex surrogate loss in practice. The most commonly used surrogate loss for the \( \mathbb{1}( f_0(x'_i) \neq y_i) \) term in Eq. (7) is the cross-entropy (CE) loss defined by

\[
CE(p(x'_i, \theta), y_i) = - \log p_{y_i}(x'_i, \theta),
\]

where \( p_{y_i}(x'_i, \theta) \) is the probability that the network predicts class \( y_i \) given the input example \( x'_i \). We will instead use the following boosted cross-entropy (BCE) proposed in Wang et al. (2020) as the surrogate loss for the \( \mathbb{1}( f_0(x'_i) \neq y_i) \) term:

\[
BCE(p(x'_i, \theta), y_i) = - \log p_{y_i}(x'_i, \theta) - \log(1 - \max_{k \neq y_i} p_k(x'_i, \theta)),
\]

where the first term is the standard CE loss and the second term is used to improve the decision margin of the classifier. The main reason to use the BCE loss is that it has been argued that correct classification of adversarial examples requires a stronger classifier than needed for natural data classification (Madry et al., 2018; Wang et al., 2020).

For the regularization term \( \mathbb{1}( f_0(x_i) \neq f_0(x'_i) ) \) in Eq. (7), we propose a surrogate loss that uses the mutual information between the class assignments of the natural example \( x \) and its disturbed version \( x' \), denoted by \( MI(Z, Z') \), where \( Z \) and \( Z' \) are the outputs of the network given inputs \( x \) and \( x' \) respectively (interpreted as a distribution of a random variable over \( C \) classes). Maximizing \( MI(Z, Z') \) will maximize the predictability of \( Z \) from \( Z' \) and vice versa, which encourages learning a model that preserves the common characteristics between \( x \) and \( x' \) while discarding details specific to each instance. Maximizing mutual information between the class assignments of pairs of images have been used in the invariant information clustering (IIC) method with great success (Ji et al., 2019).

We will often write \( MI(Z, Z') \) as \( MI(p(x_i, \theta), p(x'_i, \theta)) \) as \( Z \) and \( Z' \) follow the distributions \( p(x_i, \theta) \) and \( p(x'_i, \theta) \) respectively. We will describe how to compute \( MI(p(x_i, \theta), p(x'_i, \theta)) \) in Section 4.2.1.

In addition, we propose to use the mean absolute error (MAE) between the logits of the natural example \( x \) and its adversarial version \( x' \), given by \( \| f(x'_i, \theta) - f(x_i, \theta) \|_1 \), as another surrogate loss for \( \mathbb{1}( f_0(x_i) \neq f_0(x'_i) ) \). This loss between logits offers an extra regularization encouraging learning a model with better embedding of data such that the natural example and its adversarial version obtain similar internal representation. This idea of regularizing with a loss between logits of natural and adversarial examples has been used in the ALP method for adversarial robustness (Kannan et al., 2018). We note that both MAE and mean squared error (MSE) loss are reasonable choices. We have used MAE because experiments showed it had slightly better performance than MSE.

In summary, we propose the following Mutual Information and Mean Absolute Error Adversarial Training (MIMAE-AT) objective:

\[
\min_{\theta} \frac{1}{n} \sum_{i=1}^{n} \left[ BCE(p(x'_i, \theta), y_i) - \lambda MI(p(x_i, \theta), p(x'_i, \theta)) + \beta \| f(x'_i, \theta) - f(x_i, \theta) \|_1 \right],
\]
where $\lambda$ and $\beta$ are the regularization hyperparameters, and the adversarial examples $x'_i$ will be generated following the standard AT method (Madry et al., 2018) as follows:

$$
x'_i = \arg \max_{x' \in B_i[x]} CE(p(x'_i, \theta), y_i).
$$

(12)

Our proposed MIMAE-AT algorithm for training deep neural networks is presented in the following Algorithm 1.

Algorithm 1 MIMAE-AT

**Input:** Training data $D = \{x_i, y_i\}_{i=1}^n$, step size $\mu_1$ and $\mu_2$ for the inner and the outer optimization respectively, the batch size $m$, the number of outer iteration $T$, and the number of inner iteration $K$.

**Initialization:** Initialize $f_\theta$

1: for $t = 1, 2, ..., T$
2:   At random, uniformly sample a mini batch of training data $B(t) = \{x_1, ..., x_m\}$
3:   for each $x_i \in B(t)$
4:     $x'_i = x_i + 0.001 \times k; k \sim \mathcal{N}(0, I)$
5:   for $k = 1, 2, ..., K$
6:     $x'_i = \prod_{B_i[x]}(x'_i + \mu_1 \text{sgn}(\nabla_{x_i} CE(p(x'_i, \theta), y_i)))$
7:   end for
8: end for
9: $\theta = \theta - \frac{\mu_2}{m} \sum_{i=1}^m \nabla_{\theta} \left[ BCE(p(x'_i, \theta), y_i) - \lambda MI(p(x_i, \theta), p(x'_i, \theta)) + \beta \| f(x'_i, \theta) - f(x_i, \theta) \|_1 \right]$
10: end for

4.2.1. Computation of Mutual Information

Computing mutual information $MI(Z, Z')$ requires the joint distribution $P(Z, Z')$ (see Eq. (2)) while we only have $P(Z|x, \theta) = p(x, \theta)$ and $P(Z'|x', \theta) = p(x', \theta)$. We will estimate the joint $P(Z, Z')$ and in turn mutual information $MI(Z, Z')$ using a batch of natural and adversarial example pairs $B = \{x_i, x'_i\}_{i=1}^m$, where $m$ is the batch size, following the method in Ji et al. (2019).

We have that the conditional joint distribution is given by $P(Z = y, Z' = y'|x, x', \theta) = p_y(x, \theta)p_{y'}(x', \theta)$, which states that $Z$ and $Z'$ are independent when conditioned on specific inputs $x$ and $x'$. However, they are not independent after marginalization over a set of input pairs $\{x_i, x'_i\}$. If we marginalize over the batch $B$ of natural and adversarial example pairs, the joint probability distribution is given by a $C$ by $C$ matrix $\mathcal{P}$ where the elements at rows $y$ and column $y'$ constitutes $\mathcal{P}_{yy'} = P(Z = y, Z' = y')$:

$$
\mathcal{P} = \frac{1}{m} \sum_{i=1}^m p(x_i, \theta)p(x'_i, \theta)^T.
$$

(13)

$\mathcal{P}$ can be symmetrized using $(\mathcal{P} + \mathcal{P}^T)/2$. Finally, the mutual information $MI(Z, Z')$ is computed as follows:

$$
MI(p(x, \theta), p(x', \theta)) = MI(Z, Z') = \sum_{y=1}^C \sum_{y'=1}^C \mathcal{P}_{yy'} \ln \frac{\mathcal{P}_{yy'}}{\mathcal{P}_y \mathcal{P}_{y'}}
$$

(14)

where $\mathcal{P}_y = P(Z = y)$ and $\mathcal{P}_{y'} = P(Z' = y')$ are marginal probabilities and can be computed by summing over the rows and the columns of the matrix $\mathcal{P}$. 
4.3. Related Work

We summarize in Table 4.3 the differences between our proposed MIMAE-AT training objective and the existing variants of the standard adversarial training (AT) (Madry et al., 2018), including ALP (Kannan et al., 2018), TRADES (Zhang et al., 2019), MMA (Ding et al., 2020), and MART (Wang et al., 2020).

<table>
<thead>
<tr>
<th>Method</th>
<th>Loss Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard AT</td>
<td>$CE(p(x'_i, \theta), y_i)$</td>
</tr>
<tr>
<td>ALP</td>
<td>$CE(p(x'_i, \theta), y_i) + \lambda |f(x'_i, \theta) - f(x_i, \theta)|^2_2$</td>
</tr>
<tr>
<td>TRADES</td>
<td>$CE(p(x_i, \theta), y_i) + \lambda \cdot KL(p(x_i, \theta)|p(x'_i, \theta))$</td>
</tr>
<tr>
<td>MMA</td>
<td>$CE(p(x'<em>i, \theta), y_i) \cdot 1(f</em>\theta(x_i) = y_i) + CE(p(x_i, \theta), y_i) \cdot 1(f_\theta(x_i) \neq y_i)$</td>
</tr>
<tr>
<td>MART</td>
<td>$BCE(p(x'_i, \theta), y_i) + \lambda \cdot KL(p(x_i, \theta)|p(x'<em>i, \theta)) \cdot (1 - p</em>{y_i}(x_i, \theta))$</td>
</tr>
<tr>
<td>MIMAE-AT</td>
<td>$BCE(p(x'_i, \theta), y_i) - \lambda \cdot MI(p(x_i, \theta), p(x'_i, \theta)) + \beta |f(x'_i, \theta) - f(x_i, \theta)|_1$</td>
</tr>
</tbody>
</table>

Standard AT minimizes the adversarial risk via the CE loss over adversarial examples. ALP introduces a loss between logits of clean and adversarial examples as a regularization term. However, Engstrom et al. (2018) raises doubts about the effectiveness of ALP. TRADES uses standard loss and introduces KL-divergence between output probabilities of clean and adversarial examples as a regularization. MMA treats correctly and incorrectly classified examples differently, wherein only correctly classified examples were adversarially perturbed. Like TRADES, MART also uses the KL-divergence between clean and adversarial output distributions as a regularization but treats incorrectly classified examples differently like MMA.

One notable difference of our proposed MIMAE-AT with the existing work is that we regularize the adversarial loss with the mutual information between the class assignments of the clean example and its adversarial version. The mutual information term has not been used in the setting of adversarial robustness before. It encourages learning a model that preserves the common characteristics between the natural image and its disturbed version while discarding details specific to each instance, which has different practical effects from KL-divergence.

5. Experiments

We conducted a series of experiments to evaluate the effectiveness of the proposed method. We compare MIMAE-AT with the state-of-the-art defenses on benchmark datasets in both white-box and black-box settings. We report the experimental results in this section.

5.1. Settings

**Baselines:** We compare MIMAE-AT with the top performing defenses to date Standard AT (Madry et al., 2018), TRADES (Zhang et al., 2019), and MART (Wang et al., 2020) (MMA (Ding et al., 2020) is shown to be outperformed by MART in Wang et al. (2020) and hence is not compared with). For TRADES, regularization parameter $\lambda$ is set to 4.0, and for MART, 5.0, as set in their papers.

**Threat models:** We evaluate the effectiveness of the defense methods under the following $L_\infty$ attacks: Fast Gradient Sign Method FGSM (Goodfellow et al., 2014), strong attacks PGD (Madry
et al., 2018) and CW (PGD optimized with CW loss, confidence level $K = 50$) Carlini and Wagner (2017). In addition, we evaluate the defenses against $L_2$ attacks, specifically PGD-$L_2$ attack. We evaluate the effectiveness of the defense methods on commonly used benchmark datasets CIFAR-10 (Krizhevsky and Hinton, 2009), CIFAR-100 (Krizhevsky and Hinton, 2009), and MNIST (LeCun et al., 1998).

**CIFAR-10:** We tested on two model architectures: ResNet-18 (He et al., 2016) and a larger capacity network WideResNet-34-10 (Zagoruyko and Komodakis, 2016). Both models were trained for 100 epochs, using SGD with a momentum of 0.9. We initialized the learning rate at 0.1, then decayed to 0.01 at 75th, and further decayed to 0.001 at the 90th epoch. For both models, we used the batch size of 128. Our regularization parameter $\lambda$ is set to $0.4$ and $0.6$ for ResNet-18 and WideResNet-34-10 respectively, and $\beta$ is set to $1$.

The weight decay is set to $2 \times 10^{-4}$ and $5 \times 10^{-4}$ for ResNet-18 and WideResNet respectively. It is observed in Pang et al. (2021) that weight decay plays a significant role in robust accuracy and a fair comparison of defenses should take this factor into consideration. Therefore, for fair comparison, we re-evaluated all the defenses using the same weight decay. We note that the original implementation of Standard AT and TRADES used the same weight decay of $2 \times 10^{-4}$ when training ResNet-18, while MART used a weight-decay of $3.5 \times 10^{-5}$ which slightly improved the accuracy they reported. Adversarial data used in training are generated by PGD with random start and maximum perturbation $\epsilon$ set to $0.031$ and the step size of $0.007$ while the number of steps is $10$. $L_\infty$ attacks are generated with perturbation $\epsilon = 0.031$ and the step size of $0.003$. PDG-$L_2$ attacks are generated with perturbation $0.5$, step size of $0.003$, and 20 iterations.

**CIFAR-100:** We tested on ResNet-18 with the same settings as for CIFAR-10.

**MNIST:** The results on MNIST are based on a 4-Layer CNN from Carlini and Wagner (2017). We trained our model using SGD for 100 epochs with momentum $0.9$ and the batch size $m = 128$. The initial learning rate is set to $0.01$ then decay by a factor of $10$ at the 55th, 75th, and 90th epochs. We used weight decay of $2 \times 10^{-4}$ for all defense methods. We used the same defense and attack settings as in Zhang et al. (2019): all adversarial examples are generated by PGD using a maximum perturbation $\epsilon = 0.3$ and the perturbation step size is $0.01$ for training and $0.005$ for attacking. We used 10 iterations for training and tested 20 and 40 iterations for attacking.

### 5.2. Sensitivity to Regularization Hyperparameters

We studied the influence of the regularization hyperparameters on the natural and robust accuracy. Based on the experimental results, the regularization parameter $\lambda$ is set to $0.4$ and $0.6$ for ResNet-18 and Wide-ResNet respectively, and $\beta$ is chosen to take the value of $1$. Tables 2 and 3 show experimental results on CIFAR-10 with varying $\lambda$ values for ResNet-18 and WideResNet-34-10 respectively. Table 4 shows experimental results on CIFAR-10 for ResNet-18 with varying values of $\beta$. In Section 5.5, we further explore the impact of each of the (mutual information and MAE) regularization term on the adversarial robustness.
Table 2: The performance (results in %) under different values of regularization parameter $\lambda$ with $\beta = 1$. The model architecture is ResNet-18, and the dataset is CIFAR-10.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>82.00</td>
<td>81.54</td>
<td>81.96</td>
<td><strong>82.24</strong></td>
<td>82.03</td>
<td>81.99</td>
<td>81.97</td>
<td>81.55</td>
<td>81.72</td>
</tr>
<tr>
<td>PGD-20</td>
<td>54.31</td>
<td>53.35</td>
<td>53.81</td>
<td><strong>54.38</strong></td>
<td>53.81</td>
<td>54.08</td>
<td>53.65</td>
<td>53.81</td>
<td>53.54</td>
</tr>
</tbody>
</table>

Table 3: The performance (results in %) under different values of regularization parameter $\lambda$ with $\beta = 1$. The model architecture is WideResNet-34-10, and the dataset is CIFAR-10.

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>85.98</td>
<td>85.64</td>
<td>85.72</td>
<td>85.85</td>
<td>85.45</td>
<td><strong>86.06</strong></td>
<td>85.60</td>
<td>85.78</td>
<td>85.43</td>
</tr>
<tr>
<td>PGD-20</td>
<td>57.33</td>
<td>57.91</td>
<td>57.94</td>
<td>57.63</td>
<td>57.97</td>
<td><strong>58.03</strong></td>
<td>57.49</td>
<td>58.08</td>
<td>57.81</td>
</tr>
</tbody>
</table>

Table 4: The performance (results in %) under different values of regularization parameter $\beta$ with $\lambda = 0.4$. The model architecture is ResNet-18, and the dataset is CIFAR-10.

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>83.74</td>
<td>83.22</td>
<td>83.15</td>
<td>83.52</td>
<td>83.58</td>
<td>83.06</td>
<td><strong>82.24</strong></td>
</tr>
<tr>
<td>PGD-20</td>
<td>52.59</td>
<td>52.68</td>
<td>52.67</td>
<td>52.56</td>
<td>53.63</td>
<td>54.30</td>
<td><strong>54.38</strong></td>
</tr>
</tbody>
</table>

5.3. White-Box Robustness

White-box attacks assume that the attacker has full access to the model parameters.

On CIFAR-10:

The results on CIFAR-10 for ResNet-18 and WideResNet-34-10 are presented in Tables 5 and 6 respectively.

Table 5: Comparing white-box attack robustness (accuracy %) on CIFAR-10. The model architecture is ResNet-18.

<table>
<thead>
<tr>
<th>DEFENCE METHOD</th>
<th>Natural</th>
<th>FGSM</th>
<th>PGD-20</th>
<th>PGD-50</th>
<th>CW$\infty$</th>
<th>PGD-$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>STANDARD-AT</td>
<td><strong>84.15</strong></td>
<td>58.71</td>
<td>51.40</td>
<td>47.65</td>
<td>46.15</td>
<td>61.98</td>
</tr>
<tr>
<td>TRADES</td>
<td>81.18</td>
<td>58.80</td>
<td>52.74</td>
<td>51.88</td>
<td>50.19</td>
<td>62.59</td>
</tr>
<tr>
<td>MART</td>
<td>82.17</td>
<td>58.50</td>
<td>54.04</td>
<td>52.13</td>
<td>48.94</td>
<td>62.30</td>
</tr>
<tr>
<td>MIMAE-AT</td>
<td>82.24</td>
<td><strong>58.92</strong></td>
<td><strong>54.38</strong></td>
<td><strong>52.27</strong></td>
<td><strong>51.43</strong></td>
<td><strong>62.80</strong></td>
</tr>
</tbody>
</table>

On CIFAR-10 for ResNet-18, our approach (MIMAE-AT) achieved a robust accuracy of 58.92% on FGSM, 54.38% on PGD-20, 51.43% on CW, and 62.80% on PGD-$L_2$, all better than or on par with TRADES, MART, and Standard AT. The improvements over existing defenses are relatively more significant on the strongest attack CW. However, Standard AT recorded the best accuracy on natural
data. Engstrom et al. (2018) showed that the performance of models trained using adversarial logit pairing (ALP) degrades significantly with the increase in the number of steps of PGD attack. To verify that such behavior is not observed, we evaluated our defense also under PGD-50 and observed that there is no significant degradation in the performance of models trained using MIMAE-AT methods as well as TRADES and MART.

Table 6: Comparing white-box attack robustness (accuracy %) on CIFAR-10. The model architecture is **WideResNet-34-10**.

<table>
<thead>
<tr>
<th>DEFENCE METHOD</th>
<th>Natural</th>
<th>FGSM</th>
<th>PGD-20</th>
<th>CW_{∞}</th>
</tr>
</thead>
<tbody>
<tr>
<td>STANDARD-AT</td>
<td>86.08</td>
<td>61.75</td>
<td>56.12</td>
<td>54.20</td>
</tr>
<tr>
<td>TRADES</td>
<td>84.66</td>
<td>61.36</td>
<td>56.90</td>
<td>54.20</td>
</tr>
<tr>
<td>MART</td>
<td>84.17</td>
<td>61.62</td>
<td>58.25</td>
<td>54.55</td>
</tr>
<tr>
<td>MIMAE-AT</td>
<td>86.06</td>
<td>63.64</td>
<td>58.03</td>
<td>55.87</td>
</tr>
</tbody>
</table>

On CIFAR-10 for WideResNet-34-10, MIMAE-AT achieved better or on par performances compared with the baselines on both natural and robustness accuracy. Specifically, MIMAE-AT outperformed Standard AT on all attacks with a natural accuracy on par with Standard AT; MIMAE-AT outperformed TRADES on all attacks as well as natural accuracy; and MIMAE-AT outperformed MART on FGSM and CW attacks as well as natural accuracy with on par performance on PGD-20 attack. We also observe that the performances of all the WideResNet-34-10 models are better than the corresponding ResNet-18 models, echoing the belief that robust classification needs more complex classifiers (Nakkiran, 2019).

**On CIFAR-100**

The results on CIFAR-100 for ResNet-18 are presented in Table 7.

Table 7: Comparing white-box attack robustness (accuracy %) on CIFAR-100. The model architecture is **ResNet-18**.

<table>
<thead>
<tr>
<th>DEFENCE METHOD</th>
<th>Natural</th>
<th>FGSM</th>
<th>PGD-20</th>
<th>CW_{∞}</th>
<th>PGD-L_{2}</th>
</tr>
</thead>
<tbody>
<tr>
<td>STANDARD-AT</td>
<td>56.91</td>
<td>29.26</td>
<td>26.46</td>
<td>25.72</td>
<td>34.70</td>
</tr>
<tr>
<td>TRADES</td>
<td>53.60</td>
<td>30.45</td>
<td>28.65</td>
<td>25.47</td>
<td>35.94</td>
</tr>
<tr>
<td>MART</td>
<td>52.71</td>
<td>28.86</td>
<td>26.58</td>
<td>23.70</td>
<td>35.58</td>
</tr>
<tr>
<td>MIMAE-AT</td>
<td>56.51</td>
<td>31.19</td>
<td>28.92</td>
<td>26.28</td>
<td>38.50</td>
</tr>
</tbody>
</table>

Our approach (MIMAE-AT) achieved a robust accuracy of 31.19% on FGSM, 28.92% on PGD-20, 26.28% on CW, and 38.50% on PGD-L_{2}, outperforming TRADES, MART, and Standard AT on all attacks. In addition, MIMAE-AT achieved a natural accuracy on par with Standard AT while outperforming TRADES and MART.

**On MNIST:**
The results on MNIST are presented in Table 8.

### Table 8: Comparing white-box attack robustness (accuracy %) on MNIST.

<table>
<thead>
<tr>
<th>DEFENCE METHOD</th>
<th>Natural</th>
<th>FGSM</th>
<th>PGD-20</th>
<th>PGD-40</th>
<th>CW_∞</th>
<th>PGD-L_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>STANDARD-AT</td>
<td>99.40</td>
<td>98.60</td>
<td>88.65</td>
<td>45.57</td>
<td>87.02</td>
<td>98.25</td>
</tr>
<tr>
<td>TRADES</td>
<td>98.92</td>
<td>98.59</td>
<td>91.57</td>
<td>69.11</td>
<td>88.59</td>
<td>97.58</td>
</tr>
<tr>
<td>MART</td>
<td>98.70</td>
<td>98.83</td>
<td>92.40</td>
<td>71.46</td>
<td>89.11</td>
<td>98.09</td>
</tr>
<tr>
<td>MIMAE-AT</td>
<td>99.29</td>
<td>99.11</td>
<td>92.09</td>
<td>71.15</td>
<td>89.45</td>
<td>98.34</td>
</tr>
</tbody>
</table>

On MNIST, all the defense methods achieved good performances on FGSM, PGD-20, CW, and PGD-L_2 attacks as well as natural accuracy relatively to CIFAR-10 and CIFAR-100 datasets due to the simplicity of MNIST data compared with CIFAR-10 and CIFAR-100. The performances of MIMAE-AT, TRADES, and MART are similar on all attacks and are better than Standard AT on strong PGD-20 and CW attacks. We also performed PGD-40 attack on MNIST, and observed all defense methods had a significant drop in accuracy from PGD-20 attack, particularly Standard AT (from 88.65% to 45.57%).

In summary, the experimental results in Tables 5–8 show that our proposed MIMAE-AT consistently outperforms Standard AT on white-box attacks, and consistently outperforms or at least is on par with TRADES and MART on white-box attacks while outperforming TRADES and MART on the natural accuracy. The results show that **MIMAE-AT achieves a better trade-off between the natural accuracy and adversarial robustness than these state-of-the-art defense methods.**

### 5.4. Black-Box Robustness.

We evaluated MIMAE-AT against black-box attacks on CIFAR-10 over ResNet-18. In the black-box attack setting, since the attacker has no access to the model parameters, adversarial examples are crafted using a substitute model (Papernot et al., 2017). We have used a more powerful network ResNet-50 as the substitute model.

The results are presented in Table 9. MIMAE-AT achieved 83.31%, 83.27%, and 83.45% accuracy on FGSM, PGD-20, and CW attacks respectively, outperforming Standard AT and TRADES and slight improving over MART.

### Table 9: Comparing black-box attack robustness (accuracy %) on CIFAR-10 over ResNet-18 with substitute model ResNet-50.

<table>
<thead>
<tr>
<th>DEFENCE METHOD</th>
<th>FGSM</th>
<th>PGD-20</th>
<th>CW_∞</th>
</tr>
</thead>
<tbody>
<tr>
<td>STANDARD-AT</td>
<td>79.98</td>
<td>80.01</td>
<td>80.85</td>
</tr>
<tr>
<td>TRADES</td>
<td>81.52</td>
<td>81.53</td>
<td>82.11</td>
</tr>
<tr>
<td>MART</td>
<td>82.75</td>
<td>82.70</td>
<td>82.95</td>
</tr>
<tr>
<td>MIMAE-AT</td>
<td><strong>83.81</strong></td>
<td><strong>83.27</strong></td>
<td><strong>83.45</strong></td>
</tr>
</tbody>
</table>
5.5. Ablation on Regularization Terms

We proposed two regularization terms to the adversarial risk training objective BCE loss: a mutual information (MI) term between the class assignments of the natural example $x$ and its adversarial version $x'$ and a mean absolute error (MAE) loss between the logits of $x$ and $x'$. We conducted experiments to study the impact of different combinations of the MI and MAE regularization terms on the natural and robust accuracy. The results on CIFAR-10 over WideResNet-34-10 are presented in Table 10. From Table 10, we observe that the combination (BCE + MAE) performed slightly better than the combination (BCE - $\lambda$ MI), and the best performance is achieved by using both MI and MAE terms.

Table 10: Impact of different combinations of regularization terms on white-box attack robustness (accuracy %). The results are on CIFAR-10 over WideResNet-34-10.

<table>
<thead>
<tr>
<th>Loss terms</th>
<th>Natural</th>
<th>FGSM</th>
<th>PGD-20</th>
<th>CW$_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE - $\lambda$ MI</td>
<td>84.33</td>
<td>62.85</td>
<td>57.81</td>
<td>54.78</td>
</tr>
<tr>
<td>BCE + MAE</td>
<td>85.60</td>
<td>63.30</td>
<td>57.60</td>
<td>55.81</td>
</tr>
<tr>
<td>BCE - $\lambda$ MI + MAE</td>
<td><strong>86.06</strong></td>
<td><strong>63.64</strong></td>
<td><strong>58.08</strong></td>
<td><strong>55.87</strong></td>
</tr>
<tr>
<td>BCE - $\lambda$ MI + MSE</td>
<td>86.11</td>
<td>62.69</td>
<td>57.0</td>
<td>55.09</td>
</tr>
<tr>
<td>CE - $\lambda$ MI + MAE</td>
<td>86.60</td>
<td>62.71</td>
<td>56.58</td>
<td>55.70</td>
</tr>
</tbody>
</table>

In addition, we note that both MAE and mean squared error (MSE) are reasonable choices as regularization. Table 10 also shows the results on using MSE. We observe that the combination (BCE - $\lambda$ MI + MAE) performed slightly better than the combination (BCE - $\lambda$ MI + MSE). We further compare BCE with the standard CE and report the results in Table 10, which shows that BCE performed slightly better.

5.6. Sensitivity of Mutual Information to Batch Size

One might be concerned that the estimation of the mutual information term may be sensitive to the batch size. We perform experiments using varying batch sizes with the mutual information term as the only regularizer, i.e., the training objective is BCE - $\lambda$ MI. The results are shown in Table 11. We observe that the performance of the mutual information term is not sensitive to the batch size.

Table 11: White-box attack robustness (accuracy %) of BCE - $\lambda$ MI with varying batch sizes on CIFAR-10. The model architecture is ResNet-18.

<table>
<thead>
<tr>
<th>Batches</th>
<th>64</th>
<th>100</th>
<th>128</th>
<th>256</th>
</tr>
</thead>
<tbody>
<tr>
<td>Natural</td>
<td>81.61</td>
<td>82.07</td>
<td>82.73</td>
<td>82.98</td>
</tr>
<tr>
<td>PGD-20</td>
<td>53.79</td>
<td>53.39</td>
<td>53.23</td>
<td>53.80</td>
</tr>
<tr>
<td>FGSM</td>
<td>58.05</td>
<td>58.70</td>
<td>58.60</td>
<td>58.73</td>
</tr>
<tr>
<td>CW$_\infty$</td>
<td>50.41</td>
<td>50.08</td>
<td>50.12</td>
<td>53.20</td>
</tr>
</tbody>
</table>
5.7. Obfuscated Gradients

It has been shown that some defense methods gave a false sense of security against adversarial examples by intentionally or inadvertently using obfuscated gradients (Athalye et al., 2018). Our experimental results indicate that MIMAE-AT does not have any characteristic behavior of obfuscated gradients specified in Athalye et al. (2018). Specifically, the results in Section 5.3 show that MIMAE-AT achieved better robustness on a one-step attack FGSM than on a multi-step attack PGD (see Tables 5-8). In addition, white-box attacks are more successful than black-box attacks (comparing Table 5 with Table 9). Therefore, we believe the adversarial robustness achieved by MIMAE-AT is not due to obfuscated gradients.

6. Conclusion

We propose a new training objective MIMAE-AT for adversarial training to defend deep neural networks against adversarial examples. We empirically evaluate the effectiveness of MIMAE-AT method on benchmark datasets in both white-box and black-box settings and compare it with the state-of-the-art defenses. The experimental results indicate that MIMAE-AT improves the state-of-the-art on adversarial robustness. In particular, MIMAE-AT achieves a better trade-off between the natural accuracy and adversarial robustness than the state-of-the-art defense methods.
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