Data-driven optimal control with neural network modeling of gradient flows

Abstract

In this project we attempt at developing a data-driven optimal control approach which integrates the observed data with the neural dynamics for differential equations. We begin with a basic gradient flow model, the model operator is unknown and learned from the data. We provide efficient numerical algorithms based on the optimal control theory, and obtain rigorous error bounds. Some numerical experiments demonstrate the effective performance of the proposed approach.
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