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Uncertainties in Finite-Fault Slip Inversions: To What Extent to Believe?

(A Critical Review)

by Igor A. Beresnev

Abstract The matrix inversion of seismic data for slip distribution on finite faults
is based on the formulation of the representation theorem as a linear inverse problem.
The way the problem is posed and parameterized involves substantial, and often
subjective, decision making. This introduces several levels of uncertainty, some of
them recognized and some not adequately addressed. First, the inverse problem must
be numerically stabilized and geologically constrained to obtain meaningful solu-
tions. It is known that geologically irrelevant solutions also exist that may even better
fit the data. It is also known that obtaining a stabilized, constrained solution com-
patible with the data does not guarantee that it is close to the true slip. Second, once
the scheme has been set up, there still remains significant uncertainty in seismological
parameterization. Synthetic tests have consistently shown that incorrect assumptions
about the parameters fixed in the inversions, such as the rupture speed, fault geom-
etry, or crustal structure, generate geologic artifacts, which are also dependent on
array geometry. Third, solving the inverse problem involves numerical approxima-
tion of a continuous integral, with the generally grid-dependent result. Fourth, main-
taining a linear inverse problem requires that the final slip on each subfault be the
only variable to solve for. The slip functions used in the inversions are typically
integrals of triangles or boxcars; they all involve a second parameter, slip duration,
which has to be fixed. The effect of chosen duration cannot be disregarded, especially
when frequencies higher than 0.1–0.5 Hz in the data are modeled. Fifth, the spectra
of triangles and boxcars are sinc functions, whose relevance to realistically observed
spectra is problematic.

How close then could an inverted slip image be to the true one? There are reasons
to believe that the fine structure resolved is often an artifact, dependent on the choice
of a particular inversion scheme, variant of seismological parameterization, geometry
of the array, or grid spacing. This point is well illustrated by examining the inversions
independently obtained for large recent events, for example, the 1999 İzmit, Turkey,
earthquake. There is no basis currently available for distinguishing between artificial
and real features. One should be cautioned against any dogmatic interpretation of
inhomogeneous features on inverted slips, except their very gross characteristics.

Introduction

Inversion of seismic data for the distribution of slip on
finite faults has become a popular tool for the reconstruction
of faulting processes during large earthquakes. Slip distri-
butions have been published for many major recorded events
of the past two decades. In the interpretation of these slip
patterns, much confidence is often given to the details of
inverted slip, both spatial and temporal, to the extent that
they become a standard on which new models of source
processes are built (e.g., Heaton, 1990; Mendoza and Hart-
zell, 1998a; Somerville et al., 1999). Although the derived
generalizations may be consistent with known theoretical

scaling relationships (Somerville et al., 1999), the fact is
often overlooked that the slip inversions are obtained as a
result of the solution of an inverse geophysical problem,
which is inherently nonunique. To formulate a resolvable
and physically meaningful slip-inversion problem, one has
to resort to a number of assumptions and constraints that
form the rigid framework of each particular application.
Since these sets of constraints cannot be uniquely defined
and involve a great deal of arbitrary decision making, any
particular implementation chosen virtually controls the re-
sulting solution. In many published applications, little or no
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effort has been spent on ascertaining that the resolved image
is at all relevant to the true one. Certain assumptions made
to formalize elemental source processes may also be so sim-
plistic that they depart from physical reality.

The purpose of this article is to specifically focus on the
problem of the uncertainties characterizing the inversion of
seismic data for slip distribution on faults. I will dwell on
the nonuniqueness, sensitivity, and resolution issues that
have been addressed in the past, as well as discuss other
uncertainty sources that have not been adequately addressed
and the problems that every inversion task will still face. My
goal is to explore the reliability of the variations of slip that
appear on finite-fault inversions, from which important geo-
logical inferences are often made.

Theoretical Background

The representation theorem for the earthquake source as
a slip discontinuity in an elastic medium forms the basis for
developing a formalized slip inversion (Spudich, 1980; Ol-
son and Apsel, 1982). I will not reproduce the general prob-
lem formulation here but will use a simple form that reveals
the physical issues that I would like to address.

A compact form of the representation theorem is given
by Aki and Richards (1980 [equation 3.17]):

�
u (x,t) � [u ]m c * G dR, (1)n i j ijpq np�� �nq

R

where un(x,t) is the nth component of the displacement at an
observation point x, [ui] is the ith component of the slip
(displacement) discontinuity across the fault surface R, vj is
the jth component of the unit normal to the fault surface,
cijpq is the tensor of elastic constants, Gnp is the Green’s
tensor for the geometry of interest, the n variable belongs to
the fault surface, the asterisk denotes convolution in time,
and the summation is done over repeating indices. Following
Aki and Richards (1980) and to obtain a physically trans-
parent solution, I will assume a homogeneous isotropic
space and analyze the far-field displacement for simplicity.
Further assuming that the fault surface is planar and the di-
rection of displacement discontinuity does not change along
the fault, one obtains from equation (1) that the displacement
waveforms of P and S waves are described by an integral of
the form

X(x,t) � Du̇(n,t � r/c)dR, (2)��
R

where Du̇(n,t) is the time derivative of the slip function at a
point on the fault (source time function), r is the distance
from this point to the observation point, and c is the wave-
propagation velocity (Aki and Richards [1980], equation
14.7).

Simple equation (2) illustrates the basis for the inversion
of observed seismic data X(x,t) for the slip function Du(n,t).
Approximating the continuous integral (2) as a sum, one can
rewrite it as

X(x,t) � Du̇ DR � Du̇ DR � . . . , (3)1 1 2 2

where summation is done over all discrete elements (sub-
faults), and is the slip velocity averaged over the sub-Du̇i

fault. If we have enough observations X(x,t), the system of
linear equations (3) can be solved for . Note that, toDu̇i

achieve an accurate representation of the integral by the sum,
the surface elements DRi must be sufficiently small.

So far I have considered the case of unbounded homo-
geneous medium, for which the Green’s function is simply
a d-function. For a realistic inhomogeneous half-space, the
slip functions in equation (3) will be multiplied by the cor-
responding geometry-specific Green’s functions (Olson and
Apsel, 1982), while the essence of the inverse problem for-
mulation will remain the same. In the most typical imple-
mentation, the problem is posed as a matrix equation equiv-
alent to equation (3), in which the left-hand side is a matrix
of observed waveforms and the right-hand side is the product
of the matrices of Green’s functions (synthetic waveforms)
and slips. Note that, to formulate a linear inverse problem,
the slip on each subfault should be represented by a single
number (slip weight). The system of equations is then
solved, in a minimum-norm sense, for slip weights on all
subfaults. This is an important assumption whose validity
will be discussed later.

Equation (2) also reveals fundamental nonuniqueness in
the slip distributions that could be obtained using the de-
scribed inversion approach. Let us take the limiting case of
one observation station. Clearly, an infinite number of slip
distributions over the fault could be found that would pro-
vide the same value of the integral. This uncertainty will
decrease with the increasing number of observations avail-
able, although it would be hard to quantify how much of it
exists for a given set of stations. What is clear is that mean-
ingless results of inversion may be obtained based on a few
stations only, and, to quantify the uncertainty, a study of the
sensitivity of inversion to dropping or adding subsets of data
must be a necessary part of every inversion process. In prac-
tice, this kind of analysis is seldom done, leaving the un-
certainty nonquantified in many cases. The exceptions to this
practice are rare and will be addressed in the text.

Uncertainty in Inversions: Issues Addressed

Uncertainties in Formulating a Resolvable
Inverse Problem

Historically, the first attempt to apply the representation
theorem to the inversion for slip on finite faults was appar-
ently made by Trifunac (1974), who applied the method to
five strong-motion records of the 1971 San Fernando, Cali-
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fornia, earthquake. The author used a full-space geometry
and a simple trial-and-error approach to fit the limited data.
The study made no secret of the extreme nonuniqueness ac-
companying the inversion process and in fact suggested
ways of considerable improvement of the inversion meth-
odology by considering a stratified half-space geometry and
larger databases. These improvements were implemented in
the early, trial-and-error applications by Heaton (1982) and
Hartzell and Helmberger (1982). These studies were still
forthright in recognizing the nonunique and controversial
character of deriving solutions from the limited data sets, as
well as in acknowledging large arbitrariness in the assump-
tions that allowed one to constrain the method, a motive that
seems to have all but disappeared in many later works. Cru-
cial assumptions, for example, included postulating a certain
form and duration of an elemental source time function
Du(t), such as in equation (2) (to be able to parameterize it),
and fixing the velocity of rupture propagation along the fault
(to ensure correct timing of subfault triggerings). Not only
do their different choices trade off with the resulting slip
distribution, but the common choice of the slip function that
allows the problem to be parameterized as a linear inverse
problem is also physically problematic, as I will discuss
later.

Admittedly, a milestone work in the development of
finite-fault slip inversions was published by Olson and Apsel
(1982). The value of this study was in that the authors were
not as much interested in obtaining a slip distribution for a
particular event as in the rigorous analysis of the stability
and uniqueness of the solutions, using the data from the 1979
Imperial Valley earthquake as an example. To the extent of
my knowledge, it was the first study in which the problem
of slip inversion was considered on a formal basis of the
linear inversion theory, as opposed to the trial-and-error
waveform fitting that involved subjective judgment and did
not appear to even address nonuniqueness in any quantitative
way. Most subsequent slip inversions based on the represen-
tation theorem were virtually modifications of the method
adopted by Olson and Apsel (1982). To support its conclu-
sions, this work also used the largest strong-motion database
to date, including records from 26 stations. For these rea-
sons, the main results of this work are worth reformulating
in the context of this analysis.

As discussed in the article, the solutions of the gener-
alized least-squares inversion are unstable and nonunique.
To ensure stability, sets of equalities are appended to the
original matrix equations (equivalent to equation 3) that sup-
press large variations in the solution caused by small vari-
ations in data. By doing this, the original equations are being
modified; the goodness of fit is thus sacrificed for the sake
of stability. An important point to make is that the stabili-
zation is not required to achieve a nearly perfect fit to the
data; however, the obtained results could be geologically
meaningless. The stabilization in fact degrades the match
between synthetics and observations (see Olson and Apsel
[1982] for specific examples). This inference virtually dis-

allows the trial-and-error approach as a meaningful way of
solving the inverse problem.

Furthermore, the stabilization itself, while suppressing
large variations in the solutions caused by noise in the data,
does not still guarantee that the stabilized solution is geo-
logically or physically meaningful. To ensure reasonable-
ness from the seismologist’s standpoint, the solution has to
be further constrained by some inequalities following from
common sense. These constraints may vary. For example,
Olson and Apsel (1982) used the slip-velocity positivity con-
dition, which allows slip on every cell to only increase (not
reverse direction). Hartzell and Heaton (1983), who used a
similar least-squares inversion technique, added a condition
of smoothly variable slip to the positivity constraint: the dif-
ference between slips on adjacent cells is forced to nearly
equal zero. Other typical constraints consist in looking for
the most uniform or, conversely, most concentrated slip dis-
tributions, or those with the smallest average slip or average
slip velocity over the fault, which would still satisfy the data;
other variations could also be devised. They limit the range
of allowable solutions to the most plausible ones but do not
make them unique; the definition of plausibility is always a
matter of choice.

A common constraint ensuring reasonableness of the
inverted slip distribution is its match with the observed sur-
face displacement for the events that ruptured the surface.
Many events, though, do not provide surface ruptures. One
more constraint, which, to the extent of my knowledge, has
never been consistently implemented, is the requirement that
the slip vanish toward the buried edges of the fault. This
boundary condition is physically well reasoned, since it
avoids creation of an infinite strain at the edges of the rupture
and ensures that some physical mechanism actually caused
the faulting to die down at depth. Many published inversions
contain large slips terminating abruptly at fault edges, which
seems unrealistic. One may conjecture that the implemen-
tation of this constraint could significantly change the slip
distributions obtained without it, since a given boundary
condition would inevitably propagate to the rest of the fault.

Olson and Apsel (1982) found four different solutions
(least squares, stabilized least squares, constrained least
squares, and stabilized constrained least squares), all of
which provided satisfactory fit to the data, while bearing
little resemblance to each other. Ironically, the best-fitting
solution was the least-squares one without any stabilization
and inequality constraints, being seismological nonsense.
This conclusion was reiterated in many subsequent works.
These results showed that the solution of a least-squares in-
verse problem became virtually a function of the adopted
inversion scheme. Also, while a set of imposed conditions
may ensure stability and reasonableness of the solution from
the geological standpoint, it by no means will guarantee that
the solution is even close to the true one.

Very similar conclusions were reached by Das and Kos-
trov (1990, 1994). For example, Das and Kostrov (1994)
investigated the effect of commonly used plausibility con-
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straints that ensured a geologically meaningful solution; they
found that most of the localized slip concentrations (asper-
ities) were simply artifacts of a constraining scheme. A dra-
matic demonstration was that even different earthquake
mechanisms could be deduced from the same data, based on
a particular chosen constraining scheme. For example, either
a crack-propagation model (slip occurring in the vicinity of
a localized propagating front) or an asperity model (slip con-
tinuing at a point after the front has passed) could be inferred
from the same data.

Olson and Apsel (1982) and Hartzell and Heaton (1983)
used very similar approaches to invert the data from the 1979
Imperial Valley earthquake, with the difference that the latter
work used roughly half as many strong-motion stations and
added teleseismic data. In spite of using the same technique,
the resolved slip distributions were quite different (Olson
and Apsel [1982], their figure 7; Hartzell and Heaton [1983],
their figure 16). They were only consistent in the sense of
overall gross value of slip, constrained by the moment. For
example, Hartzell and Heaton (1983) deduced a localized
asperity, while Olson and Apsel (1982) explicitly indicated
that no asperities were required by the data.

One can conceptualize that there are two distinct levels
of uncertainty in a formalized slip inversion. We could call
them the method and the parametric uncertainty. The method
uncertainty lies at the most fundamental level: it stems from
the fact that there is no unique way of constructing an in-
version scheme that would satisfy reasonable constraints im-
posed by both numerical stability and physics. We learn that,
depending on which set of constraints is chosen and how it
is implemented, the results of inversion may dramatically
change. Once the method has been defined, the parametric
uncertainty begins to affect the results. It is defined as the
sensitivity of the results to a particular choice of the param-
eters fixed in the inversion (parameterization scheme). For
example, to formalize the problem as a linear matrix inver-
sion, one is generally constrained to fix the rupture-propa-
gation velocity (some deviations will be discussed), fault
geometry, crustal structure, and the duration of a source time
function (a specific discussion of the typical choices of
source time functions is also given later). Hartzell and Hea-
ton (1983), Hartzell and Langer (1993), Das and Suhadolc
(1996), Das et al. (1996), Saraò et al. (1998), and Henry et
al. (2000) investigated this type of parametric uncertainty
and found large variability in the inversion results depending
on whether the parameters were fixed or allowed to vary in
some specified way. Hartzell and Langer (1993) even con-
cluded that false results could be obtained in the case of fixed
parameters, casting doubt on prior works that used this as-
sumption. The inferences from the studies by Das and Su-
hadolc (1996), Das et al. (1996), and Saraò et al. (1998),
which deal with synthetic tests, are summarized in the next
section.

The previous comments also apply to the studies orig-
inating from the original method of Hartzell and Heaton

(1983) (e.g., Mendoza and Hartzell, 1989; Wald and Heaton,
1994; Wald et al., 1996; and other investigations).

Uncertainties Revealed by Synthetic Tests

The soundness of obtained slip inversions is best tested
if the inversion results are compared with the actual distri-
bution of slip on the fault, which is impossible for natural
earthquakes. The interpretations of many published inver-
sions are then in effect based on the belief that they are close
to reality, and one already could see that there are serious
grounds for doubting this premise. In the absence of a pos-
sibility to compare the inversion to the true solution, the only
way of testing the inversion algorithm would be to apply it
to synthetic data obtained from the solution of a forward
problem based on the representation theorem (a synthetic
earthquake). The likeness of the inversion and the known
solution would support the credibility of inversions of real
earthquake data. There are surprisingly few published in-
vestigations of this kind (Olson and Anderson, 1988; Das
and Suhadolc, 1996; Das et al., 1996; Saraò et al., 1998;
Henry et al., 2000; Graves and Wald, 2001), in which the
authors were not as much interested in geologic interpreta-
tions of particular inversions as in looking into the accuracy
of the method itself, which differentiates these studies from
the majority of other applications. The results in fact detract
significantly from the credibility of the method.

In one of the first thorough sensitivity studies, Olson
and Anderson (1988) used a modification of the matrix in-
version, in which the problem was transferred into the fre-
quency domain, allowing greatly simplified bookkeeping
and significant savings in computational time. The method
was otherwise mathematically equivalent to the standard
time-domain inversion. The authors investigated a simple
problem of a uniform Haskell rupture propagating in a ho-
mogeneous space, which allowed analytical solution. It is
not my purpose here to discuss the shortcomings of the
model used by the authors; their study achieved its goals by
providing a tool for the analysis of the relationship between
the inverted slip images and the true solution, on which I
will dwell.

The authors generated synthetic time histories from the
model rupture for three characteristic near-fault array ge-
ometries, composed of 13–16 stations, looking into the effect
of network geometry on the strong-motion inversion results.
All three data sets were inverted using the standard method
and compared with the true solution. The results, perhaps
for the first time, revealed stunning uncertainties. A look at
the inverted images of just the final slip (Olson and Anderson
[1988], their figures 5–7) demonstrates that none of them
reproduced the real static slip with any acceptable degree of
accuracy. The model static slip was a uniform strike-slip
offset with zero dip component. Systematic biases were in-
troduced into the inverted images, which in addition de-
pended on the array geometry. One array generated artificial
asperities, nonexistent in the model. All three arrays gener-
ated false depth dependence of slip. All three generated a
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spurious dip component. Importantly, all this occurred while
the observed and simulated seismograms matched exactly.
If one tried to draw practical conclusions from Olson and
Anderson’s (1988) analyses, it would be that most of the
fine features on the inverted slip were actually array-
dependent artifacts. Another conclusion is that, within the
limits of the geometries considered, it would be hard to de-
fine an optimum array that would ensure better results than
the others. For practical purposes, it is also important to note
that there is no way of distinguishing between the artifacts
and the real features of faulting. Even gross features, such
as the total average slip or peak slip velocity, were recovered
with errors. Note that these conclusions were drawn for the
idealized problem, which involved uniform slip across the
fault and no noise in the data.

Further sensitivity analyses were conducted by Das and
Suhadolc (1996), Das et al. (1996), and Saraò et al. (1998)
using a similar Haskell-type rupture with uniform slip, and
Henry et al. (2000) using simple inhomogeneous slip distri-
butions, as their synthetic models. The approach was to fix
certain model parameters at their true values and investigate
the effect of incomplete knowledge of others on the ability
of the inversion to retrieve the true fault image. In particular,
the authors investigated (1) the effect of incorrect assump-
tion of the rupture speed, fault geometry, and crustal struc-
ture (Das and Suhadolc, 1996; Saraò et al., 1998), (2) the
effect of particular near-fault station distribution (Saraò et
al., 1998), and (3) the effect of adding noise to synthetic
data (Saraò et al., 1998; Henry et al., 2000). One finds rather
pessimistic conclusions as the outcome of these studies. For
example, it was found that the near-field station geometry
virtually predetermined the resulting solution and that add-
ing extra stations could sometimes even worsen it (Saraò et
al., 1998). This inference echoed the conclusion of Olson
and Anderson (1988) that it was hard to define the geometry
of an optimum array. It should be noted, though, that this
conclusion may not be true for the teleseismic inversion, for
which Hartzell et al. (1991) did not find as much variability
in the solutions based on station configuration. However,
one also should keep in mind that the inversions of teleseis-
mic data do not provide as much resolution power as strong-
motion inversions; at teleseismic distances, most faults could
safely be considered point sources.

Incomplete knowledge of crustal structure could ruin
the inversion so that no realistic part of the real fault was
recovered (Das and Suhadolc, 1996; Saraò et al., 1998). In-
correct assumptions about the parameters that were varied
or the addition of noise to the synthetics produced geologic
artifacts, such as nonexisting asperities, spurious fault in-
homogeneity, or ghost (secondary) rupture fronts (Das and
Suhadolc, 1996; Henry et al., 2000).

Sekiguchi et al. (2000) and Graves and Wald (2001)
also specifically addressed the effect of incomplete knowl-
edge of crustal structure (Green’s function in equation 1) on
their ability to reconstruct the true synthetic images. Seki-
guchi et al. (2000) concluded that a mere 3.5% misestima-

tion of the average seismic velocity in the crustal profile
generated large errors in the resulting solution. Note that, in
reality, crustal velocities will be much more uncertain.
Graves and Wald’s (2001) conclusions are not as pessimis-
tic, although they pointed out that only gross features of slip
can be recovered in case of incomplete knowledge of veloc-
ity structure. Cohee and Beroza (1994) similarly indicated
that, if the Green’s function fails to explain the wave prop-
agation in the inversion passband, the source-inversion re-
sults may be expected to have significant errors.

It is important to keep in mind that any studies of this
kind, which attempt to investigate the effects of model pa-
rameters one at a time, inevitably leave out the question of
their complex interaction, when, as in the real problem, all
of them are variable and none are exactly known. With a
large number of governing parameters, the full gamut of
their potential trade-offs could not even be approached.

The synthetic tests, such as described, provide important
guidance in the evaluation of the accuracy of slip inversions.
Das et al. (1996) and Henry et al. (2000) nevertheless em-
phasized their limited practical value. The synthetic earth-
quake models used in the tests involve smooth and simple
ruptures; most of them have dealt with uniform constant
slips. The conclusions obtained from such tests may be ir-
relevant to the inversion of real data. For example, the syn-
thetic tests do not provide a tool to address the problem of
inadequate discretization of the continuous problem, dis-
cussed in detail in the next section. As I noted earlier, the
approximate value of the representation integral (3) will gen-
erally depend on the cell size for any realistic slip distribu-
tion. Clearly, for a uniform or smooth synthetic slip, the
choice of DR will not realistically matter as the cell size may
be rather crude, which precludes a representative sensitivity
analysis. Das et al. (1996, p. 176) wrote, “This paper dem-
onstrates the difficulties we encounter even in the simple
case of a Haskell-type faulting model. Clearly more realistic
models . . . would present even greater difficulties and the
current approach of solving the inverse problem used here
may not even be usable.” Echoing similar conclusions of
Olson and Anderson (1988), Das and Kostrov (1994) and
Das and Suhadolc (1996) cautioned that only gross features
may be reliable in realistic inversions and that these persist-
ing gross features could in principle be obtained by varying
the parameters and observing which properties of the solu-
tion remained unchanged. We find similar cautioning state-
ments in Hartzell and Liu (1996). However, this process,
although the only reasonable way to establish which features
of the inversion could be real and which could be artifacts,
will still not guarantee that such gross features can in fact
be obtained. As more parameters are varied and none of
them exactly known, there may be no repetition of gross
features at all.

Henry et al. (2000) advocated the smoothest solutions,
provided by the use of the positive and smoothly variable
slip constraints, as the most reliable ones and argued against
any complexities in the inverted models. The same approach
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was taken, for example, by Mendoza and Hartzell (1988b)
and Hartzell et al. (1991). Henry et al. (2000, pp. 16,111,
16,113) suggested, “The fact of this freedom [a very large
number of unknown parameters] might lead to the expec-
tation of a highly complex rupture model, with overfitting
of noise. However, . . . our preferred solution has a very
simple rupture process.” This inference virtually excludes,
as in the work by Olson and Anderson (1988), the derivation
of asperities as complexities in the solutions, which, as the
body of the reviewed tests has consistently shown, are in
most cases the artifacts.

Uncertainty in Inversions: Issues Not Addressed

Discretization of Continuous Problem

As equations (2) and (3) demonstrate, the formulation
of the linear inverse problem based on the representation
theorem approximates a continuous integral over the fault
plane by a sum, which, to be accurate, requires sufficiently
small subfault areas. How small the grid size in equation (3)
must be depends on how irregular the actual slip distribution
is, which is an unknown function. If the cell area DR is not
chosen small enough, the approximation (equation 3) may
have little to do with the exact value of the integral. The
result of the slip inversion will therefore generally depend
on the subfault size. It follows that the rigorously conducted
inversion should involve a sensitivity analysis that would
reduce the subfault size until the convergence of the sum is
achieved. This process does not guarantee that the conver-
gence will be obtained at the sizes that are still computa-
tionally tractable; however, if the convergence is not ob-
tained and the computational limitations are exceeded, the
results of the inversion may be erroneous.

This point seems to have been overlooked in most finite-
fault slip inversions. In the early implementation of the
method, one does find the analyses of the effect of gridwork
spacing on the calculated sum. For example, Hartzell and
Helmberger (1982) reduced the cell size until there is no
further change in the sum. The authors deduced the maxi-
mum spacing of 0.5 km, which was not allowed to increase.
This approach guaranteed that there were no errors in the
solution caused by the inaccurate representation of the in-
tegral. Olson and Anderson (1988) also specifically men-
tioned the need to achieve sufficient accuracy of the dis-
cretization and used an even smaller size of 0.2 � 0.2 km.
This cell size is the smallest that I have been able to find in
the published inversions for large faults, and in the case of
this particular sensitivity study, it was well justified, because
the true slip distribution was known and was uniform over
the fault. The gridwork size sufficient to accurately approx-
imate the integral (2) could then be roughly estimated. Such
estimation would be impossible for real earthquakes. The
technical implementation of a finer grid in the work by Olson
and Anderson (1988) was made possible because of the

treatment of the problem in the frequency domain, which
considerably reduced computer-storage requirements.

Hartzell and Helmberger (1982) and Hartzell and Hea-
ton (1983) both inverted the data for the Imperial Valley
earthquake. However, Hartzell and Heaton (1983) already
utilized a subfault size of 3 � 2.5 km, much larger than
0.5 � 0.5 km reported by them earlier, which seemed to
have violated their former work’s conclusion that spacing
greater than 0.5 km did not ensure convergence. There is no
mentioning of the convergence analyses in the latter study,
either. Note that the study by Hartzell and Heaton (1983)
served as the basis for a series of similar inversions, in which
subfault sizes ranged from 1.29 � 1.71 km (Wald et al.,
1996) to 15 � 13.9 km (Mendoza and Hartzell, 1989). In
the absence of any indication of the convergence analyses,
these values seem to have been arbitrarily chosen, perhaps
on the grounds of the need to keep the problem computa-
tionally tractable. The effect of such choices on the accuracy
of the derived inversions remains unclear.

Das et al. (1996) and Saraò et al. (1998) conducted the
sensitivity studies in their synthetic fault models, in which
they used finer discretization in the forward problem to con-
struct synthetic data and coarser discretization to invert these
data. This was done to infer the effect of the inversion al-
gorithm not knowing the cell size used to generate synthet-
ics. Note that these studies provide a first insight into the
problem but do not exactly address the effect of inadequate
discretization on the inversion of real data that I discuss here.
The difference is that, as I noted at the end of the previous
section, because the synthetic tests used very simple, uni-
form slip distributions, they did not realistically suffer from
the effects of insufficient discretization. The realistic slip
distributions are different in a sense that their integral sums
(equation 3) are dependent on the cell size in some unknown
way, which every application should attempt to investigate.

As I mentioned earlier, one problem with a consistent
implementation of such sensitivity analyses is that large
grids may not be computationally feasible. Another pitfall is
that, as discussed by several authors, the stability of the in-
verse problem decreases as the size of the grid increases
(e.g., Das et al., 1996; Saraò et al., 1998). The way the
inverse problem is numerically formulated may even pre-
clude rigorous investigations of the grid-size effects because
of the growing instability. Note that this problem was en-
countered by Saraò et al. (1998) for a uniform-slip synthetic
model; the difficulties may be further exacerbated in more
realistic inversions.

A class of studies seems to have supplemented the in-
vestigation of the effect of refining the grid by distributing
a large number of point sources (Green’s functions in equa-
tion 1) over the area of each subfault. To avoid massive
computations, Green’s functions were interpolated between
a precalculated master set. This, again, does not address the
effect of inadequate fault discretization I discuss in this sec-
tion. The refinement of Green’s functions improves spatial
discretization for a better approximation of the propagation-
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path effect (and thus should be considered in the context of
improving inadequate representation of crustal structure),
but not the fault discretization grid to achieve an accurate
integral sum (3). This is illustrated by equation (2), in which,
for simplicity, a full-space geometry has been assumed with
the same Green’s function for every point on the fault (no
need for interpolation). Green’s function is absent altogether
from this equation, but the problem of inadequate fault-plane
discretization to achieve an accurate sum remains.

The need for fine spatial discretization will arise for
more complicated (such as stratified) crustal structures and
will add another source of uncertainty to the inversion. How
dense should the spatial sampling of Green’s functions be
to avoid this type of uncertainty? The authors of relevant
studies seem to have addressed this issue in an empirical
manner, in which the number of point sources distributed
over a subfault could range from 25 (Wald et al., 1996) to
225 (Mendoza and Hartzell, 1989), depending on the sub-
fault size used. There seems to be no quantitative basis es-
tablished to warrant a specific choice, and sampling density
will obviously depend on the complexity of the crustal
model. The need for quantifying spatial sampling of Green’s
functions certainly exists; however, it is not related to the
need for adequate fault discretization emphasized in this
section.

Finally, a view exists in the literature that, if low-pass
filtered ground motions are inverted, a coarse fault-discret-
ization scheme can be used. This view is misleading as it
assumes that the high-frequency ground motions result from
the small-scale irregularities of slip on the fault. This would,
for example, imply that ruptures with spatially uniform slip
would not radiate high-frequency ground motions, which is
obviously not the case.

The Fourier transform of equation (2) is

X(x,x) � Du̇(n,x) exp(�ixr/c)dR, (4)��
R

where x is the angular frequency and Du̇(n,x) is the Fourier
spectrum of the time derivative of the source time function.
It follows that the spectral properties of the source time func-
tion, not smoothness of slip distribution, control the spectra
of ground motions. This can be directly seen by performing
the integration of equation (4) for simple fault geometries
(such as a rectangular fault) in the assumption of unidirec-
tional (Haskell-type) rupture propagation (Aki and Richards
[1980], equation 14.18). The integration provides the
ground-motion spectrum that is governed by Du̇(n,x), while
the exponential factor in the integrand (4) gives the directiv-
ity pattern.

In the low-frequency limit, Du̇(n,x) yields U(n), where
U is the final slip value (see discussion of equations 5–7
below; also, Aki and Richards [1980, p. 806]), and the in-
tegral (4) is reduced to . This shows that, even to�� U(n)dR

R

accurately reproduce the low-frequency spectra, the fault-

discretization scheme should be sufficiently fine if U(n) is
highly heterogeneous [of course many equivalent slip dis-
tributions U(n) may produce the same value of the seismic
moment; this only emphasizes nonuniqueness in inverting
the low-frequency spectra].

Choice of Source Time Function

Inadequate Underlying Spectrum. To maintain a liner in-
verse problem in equations (2) and (3) (and their analogs for
more complicated geometries), the dislocation time history
Du(t) has to be chosen in such a way that it is controlled by
only one parameter, the total dislocation at the cell. This
allows formulation of the matrix equation that is then solved
for dislocation weights at each cell. This approach assumes
that elementary slip history at a cell is uniquely defined by
its final value (Olson and Apsel, 1982; Hartzell and Heaton,
1983).

In most implementations of the finite-fault inversions,
the source time function is chosen as an integral of a triangle
with a certain duration t0 (Hartzell and Heaton, 1983), typ-
ically an isosceles triangle (Wald and Heaton, 1994; Wald
et al., 1996). Let us consider the latter case for simplicity. It
is easy to verify that the dislocation time history at each cell
will have the form

22U(t/t ) , 0 � t � t /20 0Du(t) � , (5)2�U[1 � 2(1 � t/t ) ], t /2 � t � t0 0 0

where U is the total (static) dislocation value, reached at t
� t0. The exact form of the triangle, as a function of U and
t0, is given by the differentiation of equation (5):

2(4U/t )t, 0 � t � t /20 0Du̇(t) � . (6)2�(4U/t )(t � t), t /2 � t � t0 0 0 0

The finite-fault radiation is calculated by substituting equa-
tion (6) into equation (2).

The radiated signal in a form of triangle is clearly not
strictly physical, which leads to its certain distinct spectral
features. The modulus of the Fourier transform of equation
(6) is the squared sinc function,

2sin(xt /4)0Du̇(x) � U . (7)� �xt /40

Its first null occurs at the frequency f � 2/t0. It is agreed
upon in seismology, based on the success of the Aki–Brune
source model in explaining earthquake spectra, at least at
small to moderate magnitude levels, that the radiated spectra
more closely follow the x�2 function, U/[1 � (xs)2], where
1/s is the corner frequency (Aki, 1967; Brune, 1970; Boore,
1983). Assuming that the x�2 function is a more realistic
model for the observed spectra, one makes an error in ap-
proximating them by function (7). To estimate the amount
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Figure 1. Ratio of the amplitude spectrum of isos-
celes triangle to the spectrum of x�2 dislocation of
equivalent duration. The width of the triangle is 1 sec.

of this error, one can directly compare the two spectral
shapes for the typical values of parameters.

Let us take t0 � 1 sec (Wald and Heaton, 1994); we
then have to find s of the equivalent x�2 source, having the
same duration, to compare the two spectra. The time func-
tion of the dislocation that radiates the x�2 spectrum has
the form Du(t) � U[1 � (1 � t/s) exp(�t/s)] (e.g., Beres-
nev and Atkinson [1997], equation 6). This function for-
mally has unlimited duration. However, we can define the
duration (T) as the time it takes for the dislocation to reach
90% of the total value. We then have a simple equation
(1 � T/s) exp(�T/s) � 1 � 0.9, from which T/s � 4, or
s � T/4, which relates s to source duration. The x�2 dis-
location, equivalent to the triangular function with duration
t0 � 1 sec, then has s � t0/4 � 1/4 sec.

Let us compare the spectrum (7) (t0 � 1 sec) with the
x�2 spectrum (s � 1/4 sec) by dividing the former by the
latter. Figure 1 plots the resulting ratio. The ratio oscillates
and is not significantly different from unity at very low fre-
quencies only. Wald and Heaton (1994) used the triangular
function to model radiated pulses up to the frequency of
0.5 Hz. If the radiation follows the x�2 spectral law, the
maximum error made is about 30% at 0.5 Hz. However,
serious problems arise if one attempts to model slightly
higher frequencies with the same triangular function, since
its spectrum vanishes toward 2 Hz. In this case, the forward
model with near-zero spectral energy around the node will
try to reproduce finite energy in the realistically observed
ground motions; the consequences of this are hard to predict.
This may be the case in the study by Hartzell and Helmber-
ger (1982), who used a 1-sec triangular function to model
frequencies up to 2 Hz. The upper frequencies of their syn-
thetic wave field thus have zero spectral energy. Another
potential difficulty is found in the study by Mendoza and
Hartzell (1988b). The authors reported problems in inverting
frequencies higher than 0.5–1 Hz in solving for slip distri-
bution for the 1985 Michoacan, Mexico, earthquake, which
forced them to exclude short-period data from the inversion.
The authors used a 2-sec triangular function, which has its
first spectral node at 1 Hz. One could hypothesize that this
could be the reason for the unsuccessful short-period inver-
sion, since there was no energy around 1 Hz in their model-
generated waveforms. Finally, Hartzell et al. (1991) reported
a significantly degraded match of the data by the inversion
that used a 3-sec duration triangle compared with the one
with a 1-sec triangle. The upper frequency in their data was
1 Hz. One finds that, in the latter case, the first spectral node
in the forward model was at 2 Hz, or beyond the frequency
range of the data, while it fell at approximately 0.7 Hz in
the former case, which was in the frequency range of the
data. This again might explain the degradation in the quality
of inversion using the 3-sec duration.

The problem is further exacerbated if the elemental box-
car (rectangular) functions are used instead of triangles to
model Du̇(t). The amplitude spectrum of a boxcar of width
t0 is again a sinc function, whose first two nodes occur at

f � 1/t0 and 2/t0. Hartzell and Langer (1983) utilized t0 �
2 sec and included frequencies up to 1 Hz in their inversion,
which consequently cover both spectral nodes at 0.5 and
1 Hz. Das and Kostrov (1990) utilized boxcars with t0 �
5 sec (first node at 0.2 Hz) and included frequencies up to
0.5 Hz, and Hartzell and Liu (1996) utilized boxcars with
t0 � 1 sec (first node at 1 Hz) and included frequencies
up to 5 Hz. In the work by Bouchon et al. (2002), boxcar
t0’s are permitted to vary between 0.25 and 5 sec, yielding
frequencies of the first nodes between 0.2 and 4 Hz. With
these synthetic functions, they match unfiltered strong-
motion data with frequencies up to 25 Hz. As one can see,
several spectral nodes may occur in the modeled frequency
range if the boxcar elemental functions are used. It remains
to be seen how this deficit in synthetic spectral energy will
be handled by a formal inversion algorithm, when it attempts
to match real data with null spectra in certain frequency in-
tervals.

This analysis shows that there is interplay between the
shape and duration of the assumed subfault time functions
and the frequency range of the data that cannot be ignored.
The shape and duration and the frequencies modeled cannot
be considered independent of each other. This point may
have been overlooked in some of the published inversions.

I have used the x�2 elemental spectrum to illustrate the
problems of inadequate underlying spectrum. As I stated ear-
lier, this spectrum is admittedly the closest representation of
the observed spectra among other possible shapes; however,
any other realistic theoretical function (e.g., Ji et al., 2002,
their equation 2) would serve the same illustration purpose.
The conclusions of this analysis, merely emphasizing the
unphysical lack of energy near nodal frequencies for the tri-
angular and boxcar elemental functions, which extends to
the modeled frequency range, will remain the same.

Dependence of Underlying Spectrum on Two Parameters.
I have just discussed the possible implications for finite-fault
inversion of using the underlying spectrum that is probably
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Figure 2. Ratio of the amplitude spectra of isos-
celes triangles with different widths. The spectrum
calculated for t0 � 2 sec is divided by the spectrum
calculated for t0 � 0.6 sec.

Figure 3. Ratio of the amplitude spectra of boxcar
functions with different widths. The spectrum calcu-
lated for t0 � 5 sec is divided by the spectrum cal-
culated for t0 � 1 sec.

not the one realistically observed. Another problem arises
from treating the underlying spectrum (equation 7) as a func-
tion of only one parameter U instead of both U and t0. As
we saw earlier, this expedient arises from the need to for-
mulate a system of linear equations in which the only vari-
ables to solve for are the dislocation weights U at subfaults.
The parameter t0 is assumed constant. Clearly, the function
(7) is not independent of t0; its shape will rapidly change
proportionally to . The inversion results will thus be gen-2t0
erally dependent on its specific choice.

One could evaluate the effect of different choices of the
triangle width t0 on the shape of the spectrum by dividing
the spectra (7) calculated for different t0. Figure 2 shows the
ratio of the spectrum calculated at t0 � 2 sec to that calcu-
lated at t0 � 0.6 sec. These widths are those used by Men-
doza and Hartzell (1989) and Wald et al. (1996), respec-
tively.

Figure 2 shows that the underlying spectra assumed in
the inversion are approximately independent of t0 (ratio
equal to 1) at very low frequencies only. The parameter t0
is in total control of higher-frequency spectra. At 0.5 Hz, the
uncertainty caused by the two different choices is around
50%, and the uncertainty becomes infinite at 1 Hz where the
spectrum at t0 � 2 sec vanishes.

This difficulty again becomes more pronounced if the
boxcar time functions are assumed. Their widths in the in-
versions for large earthquakes can range from 1 sec (Hartzell
and Liu, 1996) to 5 sec (Das and Kostrov, 1990), any of
which would be equally plausible for real earthquakes. If we
divide the spectra of boxcar functions with t0 � 5 sec and
1 sec, we obtain the ratio plotted in Figure 3. The spectra in
this case are roughly independent of the choice of t0 at ex-
tremely low frequencies below 0.1 Hz only; at any frequency
above, the result of the inversion could be expected to de-
pend heavily on which particular value of the boxcar width
had been chosen.

Since there is no single reasonable choice of the width
of the dislocation time history, the uncertainty of this kind
will enter the result of the inversion. If all inversions had
been performed for frequencies below approximately 0.5 Hz
for Figure 2 or 0.1 Hz for Figure 3, the uncertainty would
probably still have been tolerable. However, the current ten-
dency is to extend the frequencies treated by the inversions
into the range where the synthetic pulse becomes a function
of both U and t0. The only remedy in this case is to treat
both U and t0 as free parameters and solve for both, which
no longer allows a linear inverse-problem formulation. The
inversion may be achieved, for example, by using a different,
grid-search-type approach, but not through the traditional
linear matrix inversion. The point emphasized by this anal-
ysis is that it may sometimes have been overlooked that the
extension of formalized inversion into the high-frequency
range is not just a matter of using more powerful computers;
the parameterization scheme must be revised in this case to
make sure it is valid for higher frequencies as well.

Some later works using the linear inversion approach

have modified pulse parameterization by subdividing the
subfault rise time into multiple windows, allowing separate
elemental slip in each. The total subfault slip is thus repre-
sented as a sum of delayed triangles (e.g., Wald and Heaton,
1994; Wald et al., 1996; Cho and Nakanishi, 2000; Chi
et al., 2001) or boxcars (Hartzell and Langer, 1993; Seki-
guchi et al., 2000; Sekiguchi and Iwata, 2002). The authors’
rationale behind using this technique is that in such a way
the dislocation time function of apparently arbitrary com-
plexity and variable duration can be constructed, if the num-
ber of elementary blocks is great enough (10 windows were
allowed by Hartzell and Langer [1993]). Since the first win-
dow does not have to have a nonzero slip, this approach also
allows delayed subfault triggering mimicking a locally vari-
able rupture-propagation velocity, although the velocity is a
constant inversion parameter. Note that this approach still
has elemental slip weights in the subfault windows as the
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only variables to solve for, not changing anything in the
linear matrix-inversion formulation (Wald et al., 1996). The
cost of the multiwindow modification is the greatly increased
number of variables, though, which becomes the number of
subfaults times the number of windows.

One can notice that the spectrum of each elemental sub-
event in a window is still one of a triangle or a boxcar; the
modified scheme thus does not correct the problem of an
inadequate underlying spectrum. The inverted dislocation
time histories are composed of a number of start–stop
phases, which generate the same artifacts in the spectra. The
inversion dependence on the choice of t0 for each elemental
window is not removed either, which is the greater the higher
the frequency.

A Recent Example: The 1999 İzmit,
Turkey, Earthquake

In the context of evaluating the uncertainties in finite-
fault slip inversions, it would be instructive to analyze a case
of a recent large earthquake, for which inversions have been
independently obtained by a number of different researchers.
I use the case of the catastrophic M 7.4 1999 İzmit, Turkey,
earthquake, which was extensively studied and for which
five inversions of seismic data were recently published (Bou-
chon et al., 2002; Delouis et al., 2002; Gülen et al., 2002;
Li et al., 2002; Sekiguchi and Iwata, 2002). Specific inver-
sions used teleseismic data (Gülen et al., 2002; Li et al.,
2002), strong-motion data (Bouchon et al., 2002; Sekiguchi
and Iwata, 2002), and jointly geodetic, teleseismic, and
strong-motion data (Delouis et al., 2002).

Figure 4 combines the five inversions on the same hor-
izontal scale, aligned to have a common hypocenter. The
vertical reference lines are drawn through �40, 0, and
40 km distances along the strike. The figures were taken
from the original articles without editing; the individual slip
scales were retained.

Perusal of the five slip distributions reveals that they
have in fact little in common, as far as the specific patterns
of slip distribution or the size and location of individual
asperities are concerned. For example, large slips extend to
maximum depths in Figure 4a,c,d, while slip is mostly sur-
ficial in Figure 4b. Figure 4e places most of the moment
release in the hypocenter, while the hypocentral area is en-
tirely free of slip in Figure 4b. Figure 4c reveals three prin-
cipal asperities (in addition terminating abruptly at the edges
of the fault), while Figure 4a contains only one, located in
the area where there are no asperities in Figure 4c. The av-
erage size of the asperity would also be different if calculated
separately from the distributions a–e.

Each slip distribution interpreted separately is liable to
lead to much different geological inferences. An example of
mutually exclusive interpretations is given by the fact that
Bouchon et al. (2002) and Sekiguchi and Iwata (2002) in-
voked supershear rupture propagation (rupture velocity ex-
ceeding shear-wave velocity) as a result of their inversion,

while Delouis et al. (2002) stated that no supershear is
needed to explain the data. The only consistent feature
among the slip distributions is the maximum value of slip
on the fault; however, this value is largely constrained by
the seismic moment.

It would be hard to conclude which one of the five in-
versions in Figure 4 is more reliable and which one is less.
Individual studies invert different data sets using different
parameterization schemes and sets of constraints; each com-
bination may have brought about its own set of uncertainties
and possible artifacts. Among the five studies, only one con-
tains an extensive study of artifacts and the reliability of
inversion using synthetic tests before the inversion of real
data is shown (Delouis et al., 2002). It is not my purpose to
advocate their particular solution (for example, the authors
do not use smoothing constraints strongly recommended by
many others), but rather to emphasize the implications for
the inversion of the artifacts revealed by this study. Delouis
et al. (2002) used a synthetic slip distribution to test resolv-
ability of its features using their inversion algorithm, in-
verting the three components of their database (geodetic,
teleseismic, and strong-motion data) separately and jointly.
Their conclusions are that (1) the teleseismic inversion gives
an entirely wrong picture (the shape and even the presence
of all asperities cannot be retrieved), (2) the strong-motion
inversion does marginally better in resolving the shape but
does not resolve the deeper part of the fault, and (3) the joint
inversion works significantly better but still does not resolve
the deeper part of the fault. The match between the synthetic
and observed waveform is perfect in all cases and is even
better in separate inversions. Note that the result of the joint
inversion by Delouis et al. (2002) is very different from all
other inversions in Figure 4. The resolution findings
prompted the authors to recommend resolution and sensitiv-
ity tests for any kinematic inversion of real data, as the only
way to avoid interpretation of artifacts, reemphasizing the
point raised by Olson and Anderson (1988) more than a
decade earlier.

Later inversion studies tend to use combined data sets
(e.g., seismic and geodetic as in Delouis et al.) in order to
provide more constraints on the resulting solutions. Of spe-
cial interest in the context of this analysis are the related
sensitivity studies utilizing synthetic ruptures, which present
inversion results of each data set independently and compare
them with the combined inversion to assess what may be
reliably interpreted (e.g., Wald et al., 1996; Wald and
Graves, 2001; Delouis et al., 2002). Yet other studies add
observed surface faulting (if present) as an observational
constraint. Delouis et al. (2002, their figures 11 and 12) pro-
vided a comparison of the results of both independent and
combined inversions with and without surface-offset con-
straint. A common thread of these studies is that, all other
conditions being equal, the addition of geodetic constraints
to seismic data helps improve resolution of static slip (Cohee
and Beroza, 1994; Wald and Graves; 2001; Delouis et al.,
2002). However, adding geodetic data does not play a piv-
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Figure 4. Finite-fault inversions for the distribution of slip on the rupture of the
M 7.4 1999 İzmit, Turkey, earthquake. (a) Gülen et al. (2002, their figure 13); (b) Li
et al. (2002, their figure 10); (c) Bouchon et al. (2002, their figure 3); (d) Sekiguchi
and Iwata (2002, their figure 6), and (e) Delouis et al. (2002, their figure 12).
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otal role in reducing the overall uncertainty in slip inversions
discussed in this article (e.g., caused by inadequate knowl-
edge of crustal structure as in Wald and Graves [2001]),
which still dominates the inversion results.

Conclusions

The representation theorem allows formulation of a lin-
ear inverse problem that solves for total-dislocation vectors
on the discretized fault plane. Maintaining a stable linear
problem, satisfying reasonable geologic constraints on the
resulting slip distribution, involves a substantial amount of
arbitrary decision making. It has been shown that numerous
solutions can be found that equally well satisfy the data,
including the solutions of nonstabilized, nonconstrained
schemes. If anything can be said with confidence, it is that
the fact of a particular solution matching the data well does
not guarantee that this solution is close to the true one.

The uncertainty in the inversions starts at the level of
imposing a set of constraints that ensure that the result of a
mathematically defined scheme is physically meaningful.
These constraints limit the range of possible solutions to a
particular subset, which still contains significant nonunique-
ness, especially considering that various forms of constraints
could equally well be implemented. For a given set of con-
straints, ambiguities remain at the level of problem parame-
terization. The assumptions about the true values of the pa-
rameters, needed to formulate a resolvable problem, virtually
control the solution obtained.

Historically, there have been a surprisingly greater num-
ber of published studies that sought geologic interpretation
of particular earthquake solutions than of those that inves-
tigated the reliability of the solutions based on synthetic
tests, although it logically should have been the other way
around. It seems that every reliability study, for example,
the work conducted with the best resolution by Olson and
Anderson (1988) and similar subsequent works, has consis-
tently led to discouraging results. The important inferences
made are that incorrect assumptions about the rupture speed,
fault geometry, or crustal structure lead to incomplete or
erroneous results, and these results are also dependent on
array geometries. The addition of noise to synthetic data has
the same consequences. Note that all of these conditions
apply to any realistic inversion. Artifacts and biases are typ-
ically introduced, such as spurious asperities, nonexisting
spatial variations of slip, ghost ruptures, or false components
of slip vector. It is true that these distinctive features are
mostly prone to being geologically interpreted. These con-
clusions were drawn despite the fact that the authors used
simple, uniform slip models and idealized data sets.

The real problems will be more challenging. First, there
is a limited value in the studies that fix certain parameters,
assuming their true values are known, and investigate the
effect of incomplete knowledge of others, as these condi-
tions never materialize in practice. The issues of parameter
interaction and unknown trade-offs are not addressed by this

approach. A synthetic test that would truly mimic the inver-
sion of a real earthquake’s data would be to carry out an
inversion in which all assumed parameters are perturbed
from their true values and see whether this would still allow
reasonable slip recovery. Such a test has yet to be performed.
In light of the results of the existing fixed-parameter sensi-
tivity studies, the ability of real inversions to recover earth-
quake slip is questionable.

Second, conclusions drawn from simple synthetic mod-
els of slip may not be applicable to realistic faults with slip
distributions of unknown complexity. There is no framework
currently available for determining which features of the so-
lutions are real and which are artificial. A sensitivity study,
involving dropping or adding some stations to see how the
solution changes, accompanying each particular inversion
could help recognize the real features but will in no way
guarantee uniqueness. Such studies are lacking; one example
is the work by Delouis et al. (2002), in which the authors
examine the features of the İzmit earthquake inversion con-
trolled by a single isolated station or identify parts of the
fault that are in particular responsible for fitting the data
(their figure 16).

It has been pointed out that gross features of the inver-
sions, persisting from one parameter variation to the other,
could be considered the real features of the images. This
approach is reasonable; however, with more parameters var-
ied and more variants of numerical and physical constraints
used, there could be no repetition of gross features at all.
This point is well illustrated by the recent example of five
different inversions for the same event shown in Figure 4,
where it would be hard for a user to judge what were indeed
the real features of faulting.

There also are uncertainty issues not fully addressed in
the published inversions. First, the formulation of the inverse
problem based on the representation theorem uses the ap-
proximation of a continuous integral of unknown slip by the
sum. This approximation will generally be cell-size depen-
dent. The studies of convergence of the sum to some fixed
value, which could be performed by repeating the inversion
for progressively reduced sizes until the results did not
change, are not presented in most inversion applications. Al-
though these studies are desirable, the reduction in cell size
is limited by both computing resources and the growing nu-
merical instability as the number of unknowns increases; one
should then be ready to accept that some of the obtained
solutions will not be accurate representations of the contin-
uous problem. Again, even a proven convergence will not
guarantee uniqueness, which is not simply caused by inac-
curate numerical approximation.

Second, maintaining a linear inversion problem requires
parameterization of the dislocation time function through a
single parameter, the final dislocation value. The functions
used are integrals of simple shapes such as triangles or box-
cars. The amplitude Fourier spectrum of these waveforms is
a sinc function that correctly describes realistic spectra at
very low frequencies only and is totally irrelevant to the real
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spectra at its nodal points. The underlying spectrum used in
the inversions is thus problematic. Also, any source time
function, including the simple forms used, is a function of
two parameters: both the static dislocation U and the dura-
tion t0. Allowing the former to vary while fixing the latter
makes the inversion t0 dependent; this dependence cannot
be neglected if one attempts to model frequencies even as
low as 0.1–0.5 Hz or higher. Ideally, the inversion should
solve for both parameters; however, this precludes the prob-
lem formulation as a linear matrix inversion.

Lately, there has been growing use of the inversion al-
gorithms alternative to the traditional linear matrix inver-
sion, based on a grid search in the parameter space. In one
of the applications (simulated annealing), the search is car-
ried out using a Monte-Carlo-type random walk to find a
global minimum of the objective function (the difference
between the observed and model-predicted waveforms); an
optimal search algorithm (annealing) starting from a random
initial model is prescribed (e.g., Liu et al., 1995; Hartzell
and Liu, 1996). An obvious advantage of this approach is
that it can theoretically accommodate as many free param-
eters (in addition to subfault slip weights) as necessary, lim-
ited only by practicality issues, and thus avoids the need to
assume the values of poorly known parameters to maintain
a linear matrix problem. Although some authors still keep
subsource durations t0 fixed (e.g., Hartzell and Liu, 1996),
other recent works used smoother pulse shapes (as opposed
to triangles and boxcars) and allowed their durations t0 to be
free parameters (e.g., Ji et al., 2002). The latter variant
avoids difficulties with underlying spectrum outlined in this
article.

The simulated-annealing algorithms have not been ad-
equately explored yet and may suffer from their own defi-
ciencies. For example, being in essence algorithms of struc-
tured random search, they rely on a subjective choice of
initial model and the prescribed search algorithm, which im-
parts them a somewhat heuristic character. In the case of
many free parameters allowed, the topography of the objec-
tive function may become so complicated as to make finding
the global minimum problematic; the algorithm may unpre-
dictably fall into one of the local minima, providing a com-
pletely incorrect solution. As I pointed out in this article, the
increased number of variables also aggravates the problem
instability. Finally, the approach of bluntly increasing the
amount of unknown variables as a way of avoiding the need
to assume some of them does not seem to be productive in
general. Quoting from Graves and Wald (2001, p. 8764),
“Allowing more complexity in the source . . . would . . .
greatly improve the fit. However, this is simply mapping
inadequacy in the GFs [Green’s functions (any other param-
eter could fill their place)] back into the source.” The linear
matrix inversions, having rigorous mathematical basis, still
dominate the published case histories.

Because there are several levels of uncertainty in the
linear matrix inversions, to what extent could the reality of
the specific features on the inverted images for major earth-

quakes be trusted? As one can conclude, this question has
no answer for many published inversions. It cannot be an-
swered unless each application is accompanied by thorough
sensitivity and resolution tests using synthetic data, with all
the caveats summarized in this article. What fault informa-
tion could possibly always be trusted? This probably is crude
slip in some average sense, as exemplified in Figure 4, which
could also be obtained from the seismic moment. All other
details are likely to be artifacts dependent on the choice of
a particular inversion scheme, variant of seismological pa-
rameterization, geometry of observational array, and grid
spacing. There is a sufficient amount of evidence to support
this view.

Realistic images of slip on rupturing faults have large
implications for seismic-hazard analysis and earthquake
physics. However, one should be cautioned against any dog-
matic interpretation of slip distributions that are obtained
without having these considerations in mind.
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