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Modeling Finite-Fault Radiation from the o) n Spectrum 

by Igor A. Beresnev and Gail M. Atkinson 

Abstract The high-frequency seismic field near the epicenter of a large earth- 
quake is modeled by subdividing the fault plane into subelements and summing their 
contributions at the observation point. Each element is treated as a point source with 
an o92 spectral shape, where co is the angular frequency. Ground-motion contributions 
from the subsources are calculated using a stochastic model. Attenuation is based on 
simple geometric spreading in a whole space, coupled with regional anelastic atten- 
uation (Q operator). 

The form of the co n spectrum with natural n follows from point shear-dislocation 
theory with an appropriately chosen slip time function. The seismic moment and 
comer frequency are the two parameters defining the point-source spectrum and must 
be linked to the subfanlt size to make the method complete. Two coefficients, Aa 
and K, provide this link. Assigning a moment to a subfault of specified size introduces 
the stress parameter, Ao-. The relationship between comer frequency (dislocation 
growth rate) and fault size is established through the coefficient K, which is inherently 
nonunique. These two parameters control the number of subsources and the ampli- 
tudes of high-frequency radiation, respectively. Derivation of the model from shear- 
dislocation theory reveals the unavoidable uncertainty in assigning ogn spectrum to 
faults with finite size. This uncertainty can only be reduced through empirical vali- 
dation. 

The method is verified by simulating data recorded on rock sites near epicenters 
of the M8.0 1985 Michoacan (Mexico), the M8.0 1985 Valparaiso (Chile), and the 
M5.8 1988 Saguenay (Qurbec) earthquakes. Each of these events is among the largest 
for which strong-motion records are available, in their respective tectonic environ- 
ments. The simulations for the first two earthquakes are compared to the more de- 
tailed modeling of Somerville et  al. (1991), which employs an empirical source 
function and represents the effects of crustal structure using the theoretical impulse 
response. Both methods predict the observations accurately on average. The precision 
of the methods is also approximately equal; the predicted acceleration amplitudes in 
our model are generally within 15% of observations. An unexpected result of this 
study is that a single value of a parameter K provides a good fit to the data at high 
frequencies for all three earthquakes, despite their different tectonic environments. 
This suggests a simplicity in the modeling of source processes that was unanticipated. 

Invoduction 

For the past decade, one of the most useful tools in the 
study of observed ground motions has been the stochastic 
point source model (Hanks and McGuire, 1981; Boore, 
1983; Boore and Atkinson, 1987; Toro and McGuire, 1987; 
Ou and Herrmann, 1990; Boore et al., 1992; EPRI, 1993; 
Atldnson and Boore, 1995; Silva and Darragh, 1995). The 
model has its origins in the work of Hanks and McGuire 
(1981), who showed that observed high-frequency (--1 to 
10 Hz) ground motions can be characterized as finite-dura- 
tion bandlimited Gaussian noise, with an underlying ampli- 
tude spectrum as specified by a simple seismological model 

of source and propagation processes. In California, a Brune 
(1970, 1971) point-source model, with a stress parameter of 
50 to 100 bars (1 bar -- 105 N/m2), appears to explain the 
salient features of the empirical strong-motion database 
(Hanks and McGuire, 1981; Boore, 1983, 1986; Boore et 
al., 1992). 

In spite of this overall success, it is also well known that 
the point-source model breaks down in some cases, particu- 
larly near the source of large earthquakes. The effects of a 
large finite source, including rupture propagation, directiv- 
ity, and source-receiver geometry, can profoundly influence 
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the amplitudes, frequency content, and duration of ground 
motion. A common approach to modeling these effects (Har- 
tzell, 1978; Irikura, 1983) is to subdivide the fault into 
smaller parts, each of which is then treated as a point source. 
The ground motions at an observation point are obtained by 
summing the contributions over all subfanlts. The basic as- 
sumptions in the implementation of this approach concern 
the manner in which the point sources and the effects of 
propagation path are defined. Finite-fanlt radiation models, 
as proposed by different investigators, differ chiefly in these 
assumptions. 

The idea of modeling large events with a summation of 
smaller ones started with Hartzell (1978), who summed em- 
pirical records of foreshocks and aftershocks, with appro- 
priate time delays, to approximate the mainshock record. In 
this approach, the problem of choosing the source and path 
models is resolved in a natural way, as they are included in 
the records of the small earthquakes. This methodology was 
tested in a number of articles (e.g., Kanamori, 1979; lrikura, 
1983; Heaton and Hartzell, 1989). It has the advantage of 
simplicity, but its potential is limited by the fact that suitable 
empirical records are not always available. 

A number of semi-empirical and theoretical approaches 
have been proposed to overcome this limitation. In these 
approaches, a theoretical model of source and/or path re- 
places empirical records. Table 1 illustrates the variations on 
the finite-fault theme. Somerville et al. (1991) and Cohee et 

al. (1991) use an observed near-field record to represent the 
source processes. Hartzell and Heaton (1983), Youngs et aL 

(1988), Hartzell and Langer (1993), and Haddon (1992, 
1995) prescribe a source time function theoretically. Zeng 
et al. (1994) and Yu et al. (1995) opt for a theoretical sto- 

chastic 092 source spectrum. All of them use ray synthetics 
to theoretically simulate the propagation path, under the as- 
sumption that crustal structure is sufficiently well known. 

Another approach models propagation effects empiri- 
cally by using observed dependence of ground-motion am- 

plitudes and duration on distance. A theoretical o92 spectrum 
is usually taken for the subsources. This approach cannot 
synthesize the total wave field but can be successfully ap- 
plied to simulating shear waves, which are of the most en- 
gineering importance. A technique of this kind was applied 
to the simulation of data from the 1989 Loma Prieta (Cali- 
fomia) earthquake by Chin and Aki (1991) and Schneider et 

al. (1993) and has been applied to other regions by Silva et 

al. (1990) and Silva and Darragh (1995). 
All of the above methods make simplifying assumptions 

about source and path processes. There has been no system- 
atic evaluation of the relative performance of these methods, 
but none appears to offer a unique advantage of accuracy 
(correctness on average) or precision (capability of predict- 
ing details), relative to the others. In general, we favor using 
the simplest satisfactory method. This motivates us to in- 
vestigate the capabilities of the stochastic model, as extended 
to the finite-fanlt case. We compare the simulations to data 
and to the predictions of an alternative technique that incor- 
porates source processes and crustal structure more rigor- 
ously. 

It should be noted that the stochastic method has been 
originally developed for simulating acceleration time histo- 
ries, generally above 1 Hz, whose random features are dif- 
ficult to model by the more deterministic approaches. The 
method is thus specifically aimed at engineering applications 
for intermediate- to high-frequency structures. At low fie- 

Table 1 
Finite-Fault Radiation Models 

Reference 

How Is Source Modeled? 

Summation Theoretical 
of Records Near-Field Source 
of Small Empirical Time 

Earthquakes Record Function 
o~ 

Spectrum 

How is Path Modeled? 

Synthetic 
Impulse 

Response 

Empirical 
Attenuation 
and Duration 

Model 

Hartzell (1978) 
Kanamori (1979) 
Irikura (1983) 
Heaton and Hartzell (1989) 

Somerville et  al. (1991) 
Cohee et  al. (1991) 

Hartzell and Heaton (1983) 
Youngs et  aL (1988) 
Hartzell and Langer (1993) 
Haddon (1992, 1995) 

Zeng et  al. (1994) 
Yu et  al. (1995) 

Silva et  al. (1990) 
Chin and Aki (1991) 
Schneider et  al. (1993) 
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quencies, the deterministic methods (e.g., Somerville et al., 
1991) are more accurate. 

Ground-Mot ion  Simulat ion Technique 

Stochastic Method 

The stochastic modeling technique, also known as the 
bandlimited white-noise method, was described by Boore 
(1983) and applied to simulating ground motion from point 
sources in a number of investigations (Boore and Atkinson, 
1987; Toro and McGuire, 1987; Ou and Herrmann, 1990; 
EPRI, 1993; Atkinson and Boom, 1995). The method as- 
sumes that the Fourier amplitude spectrum of a seismic sig- 
nal can be represented as a product of the spectrum S(co), 
produced by the seismic source at distance R in a lossless 
medium, and filtering functions representing the effects of 
path attenuation and site response. For a receiver installed 
on hard rock, for which there are no substantial site effects 
other than the free-surface amplification, the modulus of the 
shear-wave acceleration spectrum can be written as 

A ( co ) = 2co2 S( co )P( co )e - ~°ea2afl, (1) 

where co is the angular frequency, Q is the quality factor, 
and fl is the shear-wave velocity. The filter P(co) is intro- 
duced to account for the commonly observed spectral cut- 
off above a certain frequency co,,, which is believed to be 
caused by high-frequency attenuation by the near-surface 
weathered layer. In this article, P(co) is assigned the form of 
the fourth-order Butterworth filter 

P(co) = [1 + ((D#Dm)8] -1/2 (2) 

(Boore, 1983, p. 1868). It can also be modeled in terms of 
the spectral decay parameter ~c of Anderson and Hough 
(1984) as 

P(f)  = exp( -uKf) ,  (3) 

whe re f  = col2zc. The simulations in this article are not sen- 
sitive to the form of P(co), since it mainly affects motions at 
frequencies larger than - 1 0  Hz, which are above the fre- 
quency band of interest. 

S(co) is modeled by multiplying a certain deterministic 
"skeleton" function by the Fourier spectrum of windowed 
Gaussian noise. The deterministic function sets the average 
spectral shape and amplitude, while the stochastic function 
provides a realistic random character to the simulated time 
series. 

The choice of a "skeleton" function to represent the 
source spectrum is not obvious. For example, existing mod- 
els disagree on the rate of roll-off of the displacement spec- 
trum at high frequencies. Most assume a high-frequency am- 
plitude proportional to o9-2 (the "omega-square" model), but 
other models also exist (e.g., Aki, 1967; Boore, 1986). Ex- 

isting theoretical foundations that relate a point source with 
an con spectral shape to a fault with finite dimension remain 
largely heuristic. It is instructive in this regard to formally 
derive the co n spectrum from simple shear-dislocation theory. 
We show that this theory yields the co n spectrum exactly for 
an appropriately chosen displacement function at the source. 
The derived equation agrees with the form derived more 
intuitively by Brune (1970, 1971), but reveals significant 
nonuniqueness in this form. 

The o) 2 and co3 Spectra from Point 
Shear-Dislocation Theory 

An expression for the displacement from a point shear 
dislocation in a homogeneous elastic space (Aki and Rich- 
ards, 1980, equation 4.32), together with a definition of the 
seismic moment, M(t) -~ #a(t)A,  gives the far-field shear 
wave in the form 

u(x,t) -- , o 3 n # A u ' ( t  - R/B), (4) 
~zpp  t~ 

where u(x, t) is the displacement at spatial point x, p is 
density,/L is shear modulus, R °~ is the angular radiation pat- 
tern, a'(t) is the time derivative of the average displacement 
across the dislocation plane, and A is the area of the dislo- 
cation. 

Boundary conditions that constrain the form of the 
source time function a(t) are that the displacement must start 
from zero and approach a certain level a(~) over the source 
rise time T. Three of the infinite number of ad hoc time 
functions satisfying these conditions are 

ado = a(o~)(1 - e-t/r), (5 )  

(6) 

where r is a characteristic time parameter controlling the rate 
of the displacement increase. Figure 1 illustrates these func- 
tions in dimensionless form. Their derivatives, a'(t),  can be 
written as 

a'n(t) -- ~(o~___~) e -t/~, n = O, 1, 2, (8) 
n!z 

where 0! = 1. These functions, which control the far-field 
displacement, are plotted in Figure 2. Two pulse shapes, 
corresponding to n = 1 and 2, are compatible with reason- 
able physical constraints: the displacement starts from zero 
as the wave arrives and returns to zero after the wave passes. 
The displacement given by n = 0 is physically unrealistic 
in that it has a discontinuity at t = 0, which would mechan- 
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Figure 1. Theoretical source time functions (equa- 
tions 5 to 7). 
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Theoretical shear-wave pulses in far Figure 2. 
field. 

ically require an infinite stress at the tip of  the rupture. Thus, 
the condition of smoothness of  the source time function at 
the start and the end of slip is important. For this reason, 
ramp functions, such as that given by equation (5), should 
not be used. 

Substituting equation (8) into (4), we obtain 

R°eMo 1 ( t - z R / ~ )  n 
Un(X't) -- 4zcpfl3"cR n! - -  e-tt-(R/~l/~' 

n =  l o r 2 ,  (9) 

where the total seismic moment  released is 

M 0 = /zAa(~) .  (10) 

The modulus of  the Fourier transform of (9) is 

R°~'Mo 
lun(x, 0))1 - 4~pfl3R [1 + (0)/0)c)2] -(n+l)/z, 

n =  l o r 2 ,  (11) 

where we have introduced the notation 0)c = 1/r. Thus the 
time functions given by equations (6) and (7) yield spectra 
that have the same low-frequency limit but differing high- 
frequency behavior. The parameter 0)c is the comer  fre- 
quency of the spectrum. An "omega-squared" spectrum, as 
developed less formally by Brune (1970, 1971), results from 
n = 1, while an "omega-cubed" spectrum results from n = 
2. A higher-order decay is formally possible. 

Equation (11) is not yet complete, for our purposes. Our 
goal is to apply it to simulating the radiation from a fault 
element with finite dimension L. Thus we must relate L to 
the parameters Mo and 0)~ (or ~) of  an equivalent point 
source. 

From equations (6) and (7), we can link r to the rise 
time of  the small source (7). Because the duration of slip in 
the exponential functions (6) and (7) is formally unlimited, 
the rise time can be defined as the time during which the 
average slip reaches a certain fraction x of  ti(~). A common 
convention is to define the rise time as corresponding to x 
= 0.5, but this choice is not unique. For x = 0.5, then 
defining T/z -- z, the 0)2 model (6) gives 

(1 + z)e -z  = 0.5, (12) 

from which we find that z = 1.68 orfc ------ co~/2z~ = 0.27/T. 
Similarly, the 0 )  3 model yields z = 2.67. Thus we can relate 
0)~ to the above-defined rise time of a small finite source. 
The other expressions often proposed arefc = 1/T (Boore, 
1983, equation 6),f~ = 0.51T (Boatwright and Choy, 1992), 
orf~ = 0.37/T (Hough and Dreger, 1995, p. 1582). There is 
no formal reason to favor any of these specific choices, as 
they are simply conventions that depend on how the duration 
(the value of x) is defined. 

It remains to relate the subevent rise time T to the di- 
mension L of the subfault. We assume that slip at every point 
on the subfault continues until the rupture reaches its pe- 
riphery and stops. I f  the rupture velocity is V = y/3, where 
y is a constant, then the rise time is approximately 

T = L/2yfl, (13) 

where the average rupture propagates half of the distance L 
(i.e., rupture from the middle of  the fault). It is another con- 
vention to decide whether a divisor of  2 should appear in 
equation (13). Since T = z/0)c, the comer  frequency in terms 
of L is 

yzp 
fc - zc L" ( 1 4 )  

Thus, equation (14) has a form of fc = K(]3/L). For 
circular faults, the value of K = 0.37 was developed by 
Brune (1970, equation 36), then corrected by Brune (1971), 
with L being the fault radius. However,  the shear-dislocation 
formalism applied here shows that no unique correspon- 
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dence exists between the comer frequency of the point 
source and the size of the real fault. Indeed, the value of K 
= yz/n in (14) depends on two parameters y and z; z is 
arbitrarily defined, while y is not well known. The uncer- 
tainty in formulating equation (13) is also implicitly included 
in (14). Thus the coefficient of proportionality K becomes 
in effect a matter of convention. This introduces an intrinsic 
ambiguity in relating an co n point-source spectrum to a fault 
element of finite dimension. Equation (14) is commonly 
known as a spectral scaling law. Our conclusion from the 
foregoing discussion is that there is no physical reason to 
assert any particular scaling relationship. 

In our case, adopting y = 0.95 gives K = 0.51 for the 
o92 model and K = 0.81 for the o93 model. The use of Bru- 
ne's value o f K  = 0.37 for the co 2 model would imply y = 
0.69 if L is treated as equivalent to fault radius. Note that K 
depends not only on the choice of the model but also on the 
arbitrary constant x, which controls the value of z. Thus, 
even if the power n is fixed, K remains nonunique. 

Brune et al. (1979) attribute possible variations in K to 
finite-fanlt directivity effects. Here we show that uncertainty 
in K begins at the point-source level and is primarily related 
at this level to the choice of the con spectrum as a source 
representation. 

The seismic moment of the point-source dislocation, as 
defined by equation (10), involves the final slip tT(~). This 
is often expressed as a change in stress. The slip ~7(~) results 
in a deformation of a(~)/L.  From Hooke's law, this causes 
the stress change of 

Aa =/~a(~)/L. (15) 

Substituting a(oo) from (15) into (10) yields 

M o = Ao-LA ~ Ao'L 3. (16) 

Thus the seismic moment of the equivalent dislocation can 
be approximately related to its dimension through a coeffi- 
cient of proportionality Aa. If Ao- can be independently spec- 
ified, then equation (16) completes the determination of the 
source model given by equation (11). 

The meaning of Aa should be interpreted with caution. 
The shear modulus/t during slippage may be considerably 
lower than that in the intact rock, with the exact value being 
poorly known. Consequently, the quantity Act measured 
from equation (15) may have little to do with the actual stress 
change during an earthquake. This suggests that Aa is not a 
strictly physical parameter and may ultimately offer little 
advantage over the use of ~7(w). Experimentally inferred val- 
ues of At7 appear to have about the same level of uncertainty 
as the displacement. This article follows the traditional ap- 
proach of modeling point-source radiation through the stress 
parameter, although we point out that this is not strictly nec- 
essary. 

K and Air are the parameters providing equivalence be- 
tween a fault with finite dimension L and a point source with 

moment M o and comer frequency o9c. The coefficient K, 
which controls the high-frequency radiation, does have a 
physical meaning in the context of our model. In equation 
(14), K controls o9e or r. From equation (6), a small z (or 
large K) implies a rapid growth of dislocation to its static 
level. Thus, K measures dislocation growth rate. This phys- 
ically constrains the value of K, though it remains nonunique 
due to the arbitrariness residing in (12). This ambiguity lim- 
its the degree of determinism resulting from co n models. 

The discussion so far applies to a general power n of 
the earthquake source spectrum. Although, from a formal 
point of view, there is no reason to give preference to a 
particular n, it has been shown by empirical comparisons 
that the o92 spectral form generally provides the best match 
to observed ground motions (Boore, 1983, 1986). In the fol- 
lowing, we limit our discussion to the o)2 spectrum and apply 
it to several specific finite-fault simulation problems, com- 
paring the results with those of other more rigorous methods. 

Implementa t ion  of  the Method 

Finite-Fault Model 

In implementing a small-source summation procedure, 
we follow a traditional approach outlined by Hartzell (1978), 
Irikura (1983), Joyner and Boore (1986), Heaton and Har- 
tzell (1989), and Somerville et al. (1991). The fault plane is 
discretized into equal rectangular elements, each of which is 
treated as a point source. The rapture spreads radially from 
the hypocenter with the velocity yfl. An element triggers 
when the rupture reaches its center. The contributions from 
all elements are lagged and summed at the receiver. The time 
delay for an element is given by the time required for the 
rupture to reach the element, plus the time for shear-wave 
propagation from the element to the receiver. Whole-space 
geometry is assumed for wave propagation. 

The choice of rupture propagation velocity can poten- 
tially influence the directivity of finite-fault radiation. How- 
ever, the allowable range of variability in the parameter y is 
relatively small. In nearly all examples found in the litera- 
ture, y falls within the range from 0.6 to 1.0, implying a 
change of less than a factor of 2. We confirmed that this 
variability has only a minor effect on directivity. 

The number of subsources added in the simulation is 
constrained by the conservation of seismic moment. The 
point sources have identical moments, and there are l × m 
sources on the fault plane, where I and m are the number of 
elements along its length and width, respectively. To allow 
for the difference in slips between subevent and the large 
event and achieve the target moment, the elementary faults 
are allowed to trigger n, times, where n, is the nearest integer 
to the number on the right-hand side of the expression 

n, = M f l l m M  e, (17) 

where Mz and M e a r e  the target-fault and subfault moments, 
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respectively. The time intervals between consecutive trig- 
gerings are calculated as 

At = ( i -  1 + ~)T, i = 1, n~, (18) 

where T is the subfault rise time and ~ is a random number 
uniformly distributed between 0 and 1. Randomizing the 
time delays accounts for heterogeneity in the earthquake rup- 
ture process. This is the only stochastic element introduced 
in fault kinematics in this work. 

A heterogeneous slip distribution on a target fault may 
also be specified. In this case, ns for every individual subfault 
is taken as proportional to the integer ratio of slip on this 
subfault to the all-fault average slip, so that the total number 
of point sources required by moment conservation remains 
unchanged. Such a representation means that the moments 
of asperities can only change in integer increments of M e , 

which we do not regard as a major obstacle. Discretization 
leaves only an integer number of equivalent sources on the 
fault plane and makes the simulated moment discrete as well. 
This is an inherent feature of all models employing sum- 
mation of small events, including those that use aftershocks 
as empirical source functions. 

There is a certain freedom in choosing the subfault size 
L. Ideally, this should be the size of the dominant asperities, 
though this information is rarely available, especially for fu- 
ture events. From the practical standpoint, we are interested 
in the gross features of faulting only; this restricts the max- 
imum necessary number of subfaults. On the other hand, a 
certain minimum number is also required to (1) reproduce 
the finite-fault geometry and rupture-propagation effects and 
(2) to obtain realistic-looking accelerograms. Thus, the range 
of possible subfault-size change is somewhat constrained, 
though not entirely unambiguous. In all validation studies 
below, the number of subfaults is kept between approxi- 
mately 40 and 80. This is a rather empirical rule; within this 
range, the total radiation may still be dependent on L. To 
quantify this dependence more rigorously, we note the fol- 
lowing. At low frequencies (below the corner frequency of 
subfaults fc), the moment conservation condition constrains 
the amplitudes of summed radiation. At high frequencies 
(above fc), subsource spectral level (ahf) is proportional to 
M0f 2 (equation 11, n = 1). From (14) and (16),fc -- L -1 
and M0 - L 3,  thus ahf ~ L. Suppose that contributions from 
N subsources are summed. Due to incoherence of summation 
at high frequencies, the summed radiation amplitude (ahf~) 
increases as ~[Nahf (Joyner and Boore, 1986). Because N 
L -2, we find that ahf S ~ L-1L = 1; thus, radiation at both 
low- and high-frequency ends is approximately independent 
of L. 

The problem of evaluating the dependence of the total 
radiation on the subfault size L is thus reduced to a question 
of whetherfc lies within the frequency range of interest. We 
will discuss this question for each of the three validation 
studies given below. 

One way to avoid prescription of a specific subfault size 

is to introduce a power-law distribution of sizes over the 
fault plane (Frankel, 1991; Zeng et al., 1994). To date, nu- 
merical implementations of this approach (Zeng et al., 1994; 
Yu et  aL, 1995) have required the subfaults to overlap. This 
implies that some parts of the fault plane radiate energy more 
than once, as constituents of different subsources. This 
seems physically unreasonable, since the rupture process tra- 
verses the fault plane only once. Furthermore, the compli- 
cations introduced by the distribution of subsource sizes do 
not appear to be required in order to satisfactorily model the 
ground motion, as will be shown in this article. 

Significant effort has been made recently to establish 
summation rules that conserve self-similar relationships be- 
tween the spectra of small events and the modeled large 
event (Joyner and Boore, 1986; Wennerberg, 1990; Tumar- 
k in  et  aL, 1994). This would imply that equivalence between 
the size of the fault and the co 2 spectrum, which is ambi- 
guously defined even at the subsource level, should be ex- 
trapolated to the large faults as well. This is a questionable 
assumption, having no firm theoretical or empirical basis. 
We thus see no reason to follow the summation constraints 
imposed by serf-similarity. In our simulations, then, only the 
total moment and Ao- constrain the number of sources. This 
is similar to the approach taken by Somerville et  al. (1991, 
p. 5). 

Point-Source Model 

The amplitude spectrum of the shear wave from an el- 
ementary source is calculated using equations (1) and (2). 
The right-hand side of (1) is multiplied by a factor of l f2  
to project the displacement vector onto one horizontal com- 
ponent. The source spectrum S(og) is defined by equation 
(11), with n = 1. A spatial average of 0.55 is assumed for 
the radiation pattern (Boore and Boatwright, 1984). The sim- 
ulations are carried out for hard-rock sites; therefore, no site 
terms are included in (1). The inverse Fourier transform con- 
verts calculated spectra into acceleration time histories. 

Each time series of Gaussian noise is windowed using 
a boxcar window with a 2% cosine taper at both ends. One 
realization of noise provides one subevent spectrum. No at- 
tempts are made to represent the median spectrum by doing 
a number of simulations for a given subevent and taking 
their average; we discuss this type of random variability in 
the results in a later section. The duration of the subfault 
time window (T~) is represented as the sum of its source 
duration (T) and a distance-dependent term (ira): 

T~ = T + Ta(R). (19) 

The increase in duration with distance simulates the effects 
of  multi-pathing and scattering in the modeling procedure, 
which may vary regionally. It is the distance-dependent du- 
ration that enables us to successfully model the earthquake 
wave field at regional distances, where complicated phases 
such as the Lg  wave dominate (see The Saguenay Earth- 
quake, below). Reasonable accuracy is achieved despite the 
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lack of wave-propagation effect modeling through a crustal 
structure. Td may be determined from empirical analysis of 
the seismograms of small earthquakes (e.g., Atkinson, 1993, 
1995). 

The subfault spectral model requires specification of the 
input parameters L, Aa, y, z, and the elastic constants of the 
medium. The source duration then follows using equation 
(13), the corner frequency is derived from (14), and the mo- 
ment of the subfaults follows from (16). Equation (16) cou- 
ples with the moment conservation condition (17) to impose 
a trade-off between Aa and the number of subsources 
summed. For a given L, a large stress parameter implies a 
large subsource moment Me, which then leads to a small total 
number of sources under moment conservation. This means 
that varying Act in the simulations has its primary effect on 
the number of elementary sources, not the radiation ampli- 
tudes. 

Example  Applicat ions 

We verify the stochastic modeling technique by simu- 
lating strong-motion accelerograms from the 1985 (9119) 
Michoacan, Mexico, the 1985 (3/3) Valparaiso, Chile, and 
the 1988 (11125) Saguenay, Qurbec, earthquakes. The re- 
sults in the first two cases are compared to data and to sim- 
ulations of the same records by Somerville et al. (1991) us- 
ing a more classical approach. The Saguenay simulations are 
compared to data and to several previous simulations (Som- 
erville et al. 1990; Boore and Atldnson, t992; Haddon, 
1992, 1995). 

The Michoacan Earthquake 

Model Parameters. Somerville et al. (1991) chose an af- 
tershock (4/30/86) time series, recorded near the epicenter, 
as an empirical source function for the elements of the Mi- 
choacan mainshock fault. Convolution with the theoretical 
impulse response for a layered crustal model was used to 
generate subsource seismograms; these were summed to pro- 
duce simulated records for a number of strong-motion sta- 
tions. Figure 3 shows the source and station geometry for 
the Michoacan earthquake as well as the fault discretization 
model adopted by Somerville et al. (1991). Each element is 
assigned an individual slip. All stations are classified as rock 
sites. The authors derived their discretized slip from the orig- 
inal results of Mendoza and Hartzell (1989). We use the 
same model in our simulations. 

The target fault and other modeling parameters are sum- 
marized in Table 2. The representative subfault dimension 
is L = 22.5 km, which is the arithmetic average of its length 
and width. The subfanlt comer frequency calculated from 
(14) is 0.08 Hz. For y = 0.95, the subfault rise time from 
(13) is T = 3.2 sec, which is somewhat larger than the value 
of 2 sec used by Somerville et al. (1991, p. 12). 

The stress parameter for the Michoacan earthquake, as 
determined from the static slip using a relationship equiva- 
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Figure 3. Finite-fault model and epicenter of the 
M8.0 19 September 1985 Michoacan earthquake (af- 
ter Somerville et aL, 1991). Results of the simulations 
are compared at the stations shown. 

lent to (15), is 19 bars (Anderson et al., 1986). Using this 
value in equation (16), we obtain a moment of Me = 2.2 X 
1026 dyne-cm (1 dyne-cm = 10 - 7  N-m) for the subsources, 
which nearly coincides with the moment of the aftershock 
of 2.0 X 1026 dyne-cm used for modeling by Somerville et 
aL (1991). The moment ratio Mz/Me is 64.8. From the n s 
values indicated by the heterogeneous slip on the target fault, 
we obtain a sum of 64 point sources. 

The distance-dependent duration term Td in (19) for 
earthquakes in the Mexican subduction zone is assumed to 
be similar to that determined by Atldnson (1995) from em- 
pirical analysis of the seismograms of small earthquakes in 
the subduction region of southwestern Canada and the north- 
western United States. The anelastic attenuation model of 
Castro et al. (1990) for Mexico is used. 

The cut-off frequency fm in equation (2) is 10 Hz for 
the Caleta de Campos and La Union stations, 5 Hz for La 
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Table 2 
Modeling Parameters for Mexico, Chile, and Qurbec Earthquakes 

Parameter Michoacan Earthquake Chile Earthquake Qurbec Earthquake 

Fault orientation Strike 300 °, dip 14 ° Strike 10 °, dip 25 ° 
Fault dimensions along strike and 

dip (kin) 150 by 140 210 by 75 
Depth range (km) 6--40 10-40 
Mainshock moment (dyne-cm) 1.4 x 1028 1.0 × 10 as 
Stress parameter (bars) 19 25 
Subfault dimensions (kin) 25 by 20 15 by 12.5 
Subfault moment (dyne-cm) 2.2 x 1026 6.5 N 1025 

Number of subfaults on fault plane 42 84 
Number of subsources summed 64 156 
Subfault rise time (s) 3.2 1.9 
Subfault comer frequency (Hz) 0.08 0.14 
Distance-dependent duration term 1.4 (R _--< 50 km); As for the Mexico earthquake 
(Ta) (s) - 2 . 1  + 0.07 R (R > 50 km) 

Q(,0 1/(1/34 + 1/25/0 As for the Mexico earthquake 
Geometric spreading 1/R IlR 

Windowing function Boxcar Boxcar 
fm (Hz) 5-20 10 

Crustal shear-wave velocity (km/s) 
Crustal density (g/cm 3) 

3.7 3.8 
2.8 2.8 

Strike 333 ° , dip 51 ° 

14 by 2 
26-27 

5 × 1024 

600 
1 by 0.4 

2.1 × 1023 

70 
24 
0.1 
2.6 

0.16 R (R _--< 70 km); 
- 0 . 03  R (70 < R =< 130 kin); 

0.04 R (R > 130 kin) 
670f 0.33 

1/R (R <= 70 kin); 
I/R ° (70 < R _--< 130 km); 

1/R °5 (R > 130 km) 
Saragoni-Hart 

None for six stations; 
10 for stations 9, 10 

3.65 
2.8 

Villita, 8 Hz for Zihuatenejo, and 20 Hz for the Papanoa 
station. These values are based on the findings of Silva and 
Darragh (1995). Using the K filter (3) and the template fits 
to response spectral shapes for several earthquakes, they 
characterized these sites as having x values of 0.045 sec 
(Caleta de Campos and La Union), 0.100 sec (La Villita), 
0.050 sec (Zihuatenejo), and 0.020 sec (Papanoa). As seen 
from the relationshipf m = 1/(z~x) proposed by Boore (1986, 
p. 58), these values are approximately equivalent to ourfm 
values. 

Results. Figure 4 compares the observed strong-motion ac- 
celerograms for the Caleta de Campos station (nearest to 
epicenter; see Fig. 3) to our simulation of a random hori- 
zontal component. The corresponding simulations of Som- 
erville et al. (1991) are also shown. A similar comparison is 
made in Figure 5 for the La Villita, La Union, Zihuatenejo, 
and Papanoa stations. On Figure 6, response spectra for the 
recorded and simulated records are compared for all the sta- 
tions. Simulations for individual sites are shown for our 
method only since these data are not provided by Somerville 
et al. (1991). Note that the accuracy of the method is roughly 
independent of period over the range from 0.1 to 4 sec. Also 
given in Figure 6 are the arithmetic average response spectra 
for the five sites, as obtained from the data and the two 
simulation methods. A standard deviation is shown by shad- 
ing around the observed average curve. 

Figures 4, 5, and 6 demonstrate that the simple sto- 
chastic simulation method using the o92 spectra succeeds in 
predicting the observed amplitudes, frequency content, du- 

ration, and the overall envelope of near-field strong ground 
motions from the Michoacan earthquake. It compares well 
with the simulations of Somerville et al. (1991), despite the 
fundamental differences in assumptions and approach. This 
suggests that the success of the finite-fault model stems from 
the most basic concept of summing small earthquakes lagged 
in time according to the extended-fault geometry and that 
the details of the source and path modeling approach are less 
important. As seen from Figure 6, both methods closely pre- 
dict the average response spectrum for rock sites; simula- 
tions are within one standard deviation of the observed av- 
erage. Neither method correctly simulated the amplitudes 
recorded at Papanoa. This would likely be remedied by tak- 
ing into account a strong site response at this station, as 
suggested by Somerville et aL (1991, p. 13), For the four 
sites excluding Papanoa, the method of this study predicts 
the individual-station peak ground accelerations (PGAs) to 
within 9% on average, while the alternative method is ac- 
curate to within 14%, where the error is defined as the dif- 
ference between predicted and observed PGA, divided by 
observed PGAs. 

Along with our work and the simulations by Somerville 
et aL (1991), the Caleta de Campos accelerogram during the 
Michoacan earthquake was also simulated by Zeng et aI. 

(1994) using a power-law distribution of subevent sizes. A 
similar level of accuracy as that shown in Figure 4 has been 
achieved (see Zeng et aL, 1994, Fig. 4). This shows that a 
complication of source model, introducing a variety of sub- 
event sizes, is not necessary to produce realistic predictions. 

A limited random intraevent variability is inherent to a 
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Figure 4. Comparison of horizontal acceleration 
time histories, recorded at Caleta de Campos station 
during the 1985 Michoacan earthquake, with the ac- 
celerograms simulated by the method of Somerville 
et al. (1991) and the method of this study. Peak ac- 
celerations in fractions of g are shown above acceler- 
ograms. 

stochastic method of generating accelerograms. We assess 
the degree of this variability by simulating the ground mo- 
tions for the Caleta de Campos station 10 times using dif- 
ferent seeds of Gaussian random-number generator. The av- 
erage response spectrum obtained for the 10 simulations, 
together with standard deviation, is plotted in Figure 7. The 
stochastic modeling uncertainty rises from about 6% at 0.2 
sec to 33% at 4 sec. The largest uncertainty at 2 to 4 sec is 
comparable to that of the average observed response spec- 
trum shown in Figure 6. The variation in PGA for the 10 
random simulations is 11%. A higher precision in predicting 
ground-motion amplitudes using a stochastic method cannot 
be achieved and is not warranted given the uncertainties in 

the physical model parameters for future events, which 
greatly exceed the stochastic variability. 

The Valparaiso Earthquake 

Model Parameters. A heterogeneous fault model for the 
Valparafso earthquake from Somerville et aL (1991) is 
shown in Figure 8. This model is adopted in our study with 
a modification that replaces each of the 21 fault elements 
with four equivalent subelements having the same slip. This 
modification was motivated by hiatuses in the simulated time 
histories that arose due to the relatively small number of 
subsources. Thus, our model has 84 fault elements instead 
of the 21 used by Somerville et al. In the cases of the Mi- 
choacan and Valparaiso events, the corner frequenciesfc of 
the subsources lie below the frequency range of interest, due 
to the large dimensions of the fault planes. As a result, the 
summed radiation is insensitive to the exact value of L, mak- 
ing the described modification possible (see related discus- 
sion of all three events below). 

The overall model parameters are given in Table 2. The 
representative subfault dimension is L = 13.75 km. Choy 
and Dewey (1988, p. 1110) estimate a stress parameter of 
25 bars, based on a definition equivalent to (15). 

Results. Somerville et al. (1991) present results of their 
simulations for the Valparafso UTFSM (Valu) rock site. As 
indicated by Silva and Darragh (1995), this site is charac- 
terized by K = 0.040 sec, and so we setfm = 10 Hz in our 
simulation. Figure 9 compares simulated and recorded hor- 
izontal accelerations at the Valu site, and Figure 10 com- 
pares response spectra. The overall character, duration, and 
amplitude of the observed ground motions agree well with 
our simulation and with the simulation of Somerville et al. 

In the above simulations, we have made no attempts to 
adjust key model parameters to fit observations. For exam- 
ple, fine-tuning of the coefficient K could better the fit of our 
simulated average response spectrum in Figure 6 (Michoa- 
can earthquake) or improve the agreement in Figure 10 (Val- 
parafso earthquake). However, we take a single value of K 
for both events. Furthermore, the total number of subevents 
is constrained by the moment-conservation condition. 

The Saguenay Earthquake 

Characteristics o f  the Earthquake. The Saguenay (Qut- 
bec) earthquake of 25 November 1988 is the largest eastern 
North America (ENA) event for which good strong-motion 
records are available. Figure 11 shows the locations of the 
epicenter and the strong-motion stations that recorded the 
earthquake. All stations are on bedrock. The seismic moment 
of the mainshock, estimated by Somerville et aL (1990), is 
MI = 5 × 1024 dyne-cm. As a continental intraplate event, 
the Saguenay earthquake occurred in a radically different 
tectonic environment as compared with the subduction zone 
earthquakes discussed previously, thus providing an alter- 
native test for our model. 
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Figure 5. Observed and simulated acceler- 
ation time histories for other near-epicenter 
rock sites during the Michoacan earthquake. 
Simulations are shown for Somerville et aL's 
(1991) method and the method adopted in this 
study. 

The strong-motion data from the Saguenay event have 
been previously modeled using both a point-source approx- 
imation (Ou and Herrmann, 1990; Somerville et al., 1990; 
Boore and Atkinson, 1992) and an extended-source geom- 
etry (Haddon, 1992; 1995; Hartzell et al., 1994). The most 
interesting characteristic of this event is its large high-fre- 
quency energy level. B oore and Atkinson (1992) found that, 
for a point-source model, a stress parameter of about 500 
bars was required to match these levels. Haddon (1992, 
1995) found that the data might be matched by a lower stress 
parameter of 70 bars on average, if strong directivity effects 
were included. Somerville et al. (1990) suggested A~r of 160 
bars based on teleseismic source duration but found no ev- 

idence of finite-fault effects. The wide range of stress values 
are not necessarily contradictory, since they are based on 
definitions that are not mutually consistent. No direct esti- 
mates of apparent stress change (e.g., from equation 15) are 
available. 

Model  Parameters.  The longer durations of ground motion 
recorded at stations 16 and 17 (see Fig. 12), which are the 
nearest to the epicenter, indicate that fault-directivity effects 
in these data might be important, as suggested by Haddon 
(1992, 1995). The observed durations suggest the rupture 
propagating unilaterally toward the southeast along the 
northwest-southeast-extending fault. From available fault- 
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Figure 6. Comparison of the observed 5% 
damped pseudo-acceleration response spectra 
(PSA) for the rock stations Caleta de Campos, 
La Villita, La Union, Zihuatenejo, and Papanoa 
(solid lines) with the spectra simulated in this 
study (dashed lines). The individual observed 
curves are the arithmetic averages of the two 
horizontal components. Five-station average is 
also shown. 

plane solutions listed in Table 2 of Haddon (1995), we 
adopted a fault model with strike and dip of  333 ° and 51 °, 
respectively, dipping to the east. To match the duration ef- 
fects in the data, we adopt fault dimensions of 14 km along 
strike and 2 km downdip. The fault area is thus 28 km 2. 
Alternative area estimates are 20 km 2 (Somerville et al., 
1990, p. 1126) and 15 km 2 (Haddon, 1992, p. 749). 

The mainshock focal depth is in the range of 26 to 29 
km (Somerville et al., 1990; Boore and Atldnson, 1992; Har- 
tzell et aL, 1994). We set the depth to the upper edge of the 
fault at 26 km. All model parameters are shown in Table 2. 
The fault plane is discretized into 14 elements along strike 
and five along dip (Fig. 11). The crack propagates unilater- 
ally to the southeast starting at the upper northwest corner. 
As stated above, there is no consensus concerning the stress 
parameter for the Saguenay event, with values from 70 to 
500 bars being reported, depending on definition. A value 
of 600 bars was necessary in our simulation to match the 

observed response spectra. We would caution against ex- 
aggerating the significance of this particular estimate though. 
First, a trade-off exists between Aa and the number of sub- 
sources, as discussed earlier. A restricting factor in this 
trade-off is the observed directivity, which requires a certain 
pattern of distribution of sources on the fault plane. Second, 
there is interplay between Aa and the duration of the mod- 
eled signal. At regional distances, the scattering and multi- 
pathing component of duration becomes very significant, as 
the source energy becomes drawn out over increasingly long 
time intervals. Models that simulate the motions based 
strictly on the most important ray paths (Somerville et al., 
1990; Haddon, 1992, 1995) will pack the energy into a 
shorter time window and thus require a lower stress param- 
eter than models simulating the total duration, if the energy 
(moment) is conserved. An interpretation of the large im- 
plied value of An, which follows from equation (15), is that 
displacement at the Saguenay source was unusually large for 
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Figure 7. Average response spectrum and its stan- 
dard deviation for the Caleta de Campos station, ob- 
tained from 10 stochastic simulations using different 
seeds of random-number generator, showing a theo- 
retical uncertainty of the stochastic method. 

52* 

55* 

3 4 *  

5 5  ° 
7 5 *  7 2  ° 7 1  ° 

k ° ,, 

Figure 8. Fault model and epicenter of the main- 
shock of the 3 March 1985 M8.0 Valparaiso (Chile) 
earthquake, used by Somerville et al. (1991). Results 
of the two simulations are compared at the rock sta- 
tion Valu. 

an earthquake of this size; however, this is not the only pos- 
sible interpretation. 

The parameter Act = 600 bars gives a ratio MJMe of 
24. This suggests that not all of the fault area in Figure 11, 
which has 70 elements, is covered by equally large slip. By 
best matching the data, we retained 24 subsources that are 
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Figure 9. Horizontal acceleration time histories at 
Valu rock site during the 1985 Valparafso earthquake, 
recorded and modeled by the two methods. 

shown by hatching. These elements trigger once, and all oth- 
ers do not contribute to radiation. The fault model in Figure 
11 is similar to that of Haddon (1992, Fig. 8), though he 
uses a different simulation technique. In reality, the blank 
elements on the fault in Figure 11 could produce a slip that 
was much smaller than that on the "asperities" shown by 
hatching. Hartzell et al. (1994, Fig. 15) derive an approxi- 
mately 2- by 2-km dominant asperity for the Saguenay 
event, surrounded by a region of much-reduced slip. This 
result is consistent with our inference, though we used two 
such asperities in order to match the observed directivity. 

Empirical ENA-specific duration, attenuation, and geo- 
metric spreading models were used (Atkinson and Boore, 
1995, pp. 19-20). For the Saguenay earthquake, the terms 
Td in (19) are comparable to the total duration Tw. In this 
situation, more realistic accelerogram shapes are obtained 
using a shaped windowing function instead of the boxcar 
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Figure 10. Observed (solid line) and simulated 
(dashed lines) response spectra at the Valu rock site 
for the Valparaiso earthquake. 
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Figure 11. Locations of the epicenter of the M5.8 
1988 Saguenay (Qurbec) earthquake and stations of 
the Eastern Canadian Strong Motion Network that 
provided acceleration data (after Munro and Weichert, 
1989). Bottom frame: finite-fault geometry used in 
the simulations. The fault is 14 by 2 km; the rupture 
starts at the upper element in the northwest end, and 
the energy is radiated by the hatched asperities. 
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Figure 12. Recorded and simulated strong-motion 
accelerograms for the Saguenay earthquake. Peak ac- 
celeration in cm/s 2 is indicated above each trace; sta- 
tion numbers are to the right of the traces. The 
simulated waveforms have been scaled to the individ- 
ual maximum acceleration. The recorded accelero- 
grams have been taken from Figure 3 of Haddon 
(1995). In the original reference, they were multiplied 
by hypocentral distances measured in units of 100 
km; that is, the scaling is slightly different in the left 
and the right panels here. 

window in generating Gaussian noise samples. We  adopted 
a Saragoni-Hart form with the parameters as defined by At- 
kinson and Somervil le (1994, equation 2), which matches 
the shapes of  a large number of  ENA accelerograms. The 
crustal shear-wave velocity is from Haddon (1995, Table 1). 

Unlike the rock sites in western North America,  those 
in eastern North America  show little attenuation at high fre- 
quencies (Boore and Atkinson, 1987). The cut-off frequen- 
cies fm at all but two stations are 25 Hz, which for the fre- 
quency range of  the data is equivalent to the absence of  
high-frequency corner, fm at adjacent stations 9 and 10 is 10 
Hz, in close agreement with observations indicating anom- 
alous high-frequency decay at these sites (Boore and Atkin- 
son, 1992, pp. 715-717).  

Simulation o f  Strong-Motion Data. Figure 12 presents the 
observed transverse and the simulated horizontal accelero- 
grams for the Saguenay earthquake. The simulated time 
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histories were high-pass filtered above a varying cut-off fre- 
quency of 0.3 to 0.8 Hz to match preprocessing of the orig- 
inal data (Munro and Weichert, 1989). The durations and 
shapes of the observed ground motion are predicted closely. 
The average prediction error of peak acceleration is 12%. 

Observed and simulated response spectra for eight sta- 
tions are compared in Figure 13. The agreement between 
observations and simulations is remarkably good at high fre- 
quencies (more than 2 Hz). The agreement at long periods 
(1 to 2 sec) is not as good, although there is some doubt 
concerning the reliability of the data beyond 1 sec (shown 
by dotting). Munro and Weichert (1989) point out that sig- 
nal-to-noise ratio drops quickly in the data near the period 
of 2 sec, with the accelerations at longer periods being es- 
sentially noise. 

Simulation o f  Regional Data. The above finite-fault model 
for the Saguenay earthquake has been derived entirely from 
matching strong-motion accelerograms. Apart from the 
strong-motion network, this earthquake was recorded by ver- 
tical instruments of the Eastern Canada Telemetered Net- 
work (ECTN). Locations of triggered ECTN stations, relative 
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Figure 13. Observed (solid lines) and simulated 
(dashed lines) response spectra at strong-motion sta- 
tions for the Saguenay earthquake. The observations 
shown are the arithmetic average of the two horizontal 
components. The original data are from Munro and 
Weichert (1989). 

to strong-motion sites and the epicenter, are shown in Figure 
14. The epicentral distances vary from 310 km (SBQ) to 472 
km (GGN). By simulating ECTN data, we check if the fault 
model derived from strong-motion recordings is consistent 
with data at regional distances. To this end, we do not change 
the simulation procedure or the source model, except for 
showing the effect of incorporating an azimuthal variation 
in regional Q as observed by Hough et al. (1989). 

The original ECTN velocity records have been corrected 
for instrument response, converted into accelerograms, and 
bandpass-filtered between 0.8 and 12 Hz (Boore and Atldn- 
son, 1992). For the purpose of comparison, we convert sim- 
ulated horizontal accelerations into vertical component using 
an empirical relationship for the Saguenay data: H/V  = 1.14 
+ 0.118f - 0.00638f 2 (Boore and Atldnson, 1992, equa- 
tion 3). fm has been set to 12 Hz to match the preprocessing 
procedure. 

Figure 15 presents recorded and simulated accelerations 
for the seven ECTN stations. The prominent wave packet 
emerging in the observed waveforms is the L, wave. The 
simulations predict the characteristics of this wave train 
closely, despite the fact that our calculations do not model 
the regional crustal structure; the wave packets are simulated 
simply as a stochastic signal within the empirically observed 
distant-dependent durations. A generalized ENA duration 
model is used for this purpose, as obtained from hundreds 
of records of regional events (Atkinson and Boore, 1995). 
Durations are progressively dominated by the direct shear 
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Figure 14. Regional map showing epicenter of 
mainshock of the Saguenay earthquake (star) and lo- 
cations of the strong-motion recorders (filled circles) 
and ECTN stations (triangles). Strong-motion sites are 
the same as in Figure 11. The heavy line represents 
the boundary between the Grenville tectonic province 
(to the left) and the Appalachian tectonic province (to 
the fight) (map after Boore and Atkinson, 1992). 
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Recorded Simulated 
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~ 1 . 5  ~ 2.0 KLN 
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~l WBO 
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Time (see) 

Figure 15. Recorded and simulated vertical ECTN 
accelerograms for the Saguenay earthquake. Simu- 
lated horizontal accelerations have been converted 
into vertical component using the relationship of 
Boore and Atkinson (1992). The waveforms are 
scaled to peak acceleration, which is indicated in cm/ 
s ~ above each trace. Accelerations for stations SBQ, 
GSQ, KLN, and GGN have been corrected for differ- 
ence in Q for paths parallel and crossing the boundary 
between the Grenville and Appalachian tectonic prov- 
inces (see text). 

waves, postcritical reflected shear waves, and the Lg waves, 
as the signal propagates; scattering also plays an important 
role in duration. Our modeling results imply that this simple 
empirical approach is as accurate in predicting high-fre- 
quency motions as the use of more detailed crustal structure 
in modeling of wave-propagation effects. 

In Figure 16, the recorded and simulated response spec- 
tra are presented. The low-frequency end (1 to 2.5 Hz) of 
the spectra is predicted satisfactorily. There is a significant 
overprediction of high-frequency amplitudes (3.3 to 10 Hz) 
at stations GSQ, KLN, and GGN. These stations are located 
to the south of the regional geologic boundary separating the 
Grenville and the Appalachian tectonic provinces, while the 
epicenter is to the north (Hough et al., 1989, Fig. 1). Among 
the seven ECTN sites, the station SBQ can be attributed to 
the same group; its high-frequency level is also overpre- 
dicted, though to a lesser extent. The stations TRQ, GRQ, 
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Figure 16. Observed (solid lines) and simulated 
(dashed lines) vertical response spectra at ECTN sta- 
tions for the Saguenay earthquake. The dotted lines 
represent simulated spectra for four stations corrected 
for azimuth-dependent Q. 

and WBO belong to the group that is to the north of the 
boundary; the simulation error for these three stations at high 
frequencies is conspicuously lower. Hough et al. (1989) 
show that the Q measured along the paths cutting across this 
tectonic boundary is lower than for paths parallel to it. From 
the frequency interval of interest in our article, Hough et al. 
(1989) estimated Q for frequencies of 1.25, 6.25, and 11.25 
Hz (their Table I). The respective ratios of Q for the paths 
parallel to and crossing the boundary are 1.00, 1.64, and 
1.72, showing path dependence increasing with frequency. 
The dotted lines in Figure 16, for stations SBQ, GSQ, KLN, 
and GGN, represent the spectra calculated with the Q ad- 
justed in this way. This correction nearly eliminates the ap- 
parent mismatch between observations and simulations at 
high frequencies. The simulated accelerograms for the same 
four stations, depicted in Figure 15, are those that have been 
adjusted for azimuthal Q variations. The average peak-ac- 
celeration prediction error is 30%. 

Discussion and Conclusions 

A simple summation of stochastic point sources distrib- 
uted over a large fault plane is capable of simulating high- 
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frequency ground motions from finite faults, which are ac- 
curate on average, that is, provide near-zero average 
residuals. In most cases, peak acceleration amplitudes are 
predicted with a precision of better than 15%, although some 
sites may differ from predictions by factors of 2 or more, 
due largely to unmodeled local responses. This accuracy and 
precision are similar to those achieved by the more detailed 
modeling of Somerville et al. (1991). Interestingly, the 
method simulates near-source motions accurately despite 
our neglect of near-field terms in shear-dislocation radiation. 
This result is not fortuitous, as shown in the Appendix, and 
is related to the fact that we simulated only accelerations, a 
high-frequency measure of ground motions, and mostly 
above the corner frequency of the subsources. This would 
not be generally true for low frequencies or for displacement 
or velocity simulations. 

Despite its apparent success, there are inherent inade- 
quacies in the finite-fault stochastic method. Implicit in it is 
the assumption that a summation of small sources of size L, 
each characterized by an o) z spectrum and treated as a point 
source, can be used to represent the ground motion generated 
by the rupture on the extended fault. Strictly speaking, the 
only thing that justifies this assumption is that it appears to 
work. The transition from a small but finite rupture with 
dimension L to a point source with moment M 0 and corner 
frequency fc is accomplished through equations (14) and 
(16). The concept of an equivalent point source representing 
each of the subfaults then enables us to simulate ground 
motions for wavelengths much smaller than L. 

The choice of the parameter K in (14) strongly influ- 
ences the simulated motions in the high-frequency range, 
and the accuracy of simulations hinges on this choice. It is 
possible to place reasonable empirical constraints on K, 
which ties L to dislocation growth rate, but it is ultimately 
nonunique. Its particular value, according to the point-dis- 
location model, is little more than a convention. In a sense, 
this nonuniqueness is the price paid for using the point- 
source approximation for fault elements with finite size. 

The ambiguity in defining K does not necessarily limit 
the usefulness of the approach. Using a single adopted value 
of K, we successfully predict high-frequency levels of strong 
ground motion from three earthquakes occurring in drasti- 
cally different tectonic settings, suggesting a close corre- 
spondence between the corner frequency and the size of the 
subfault. This finding suggests that real slip processes might 
be less variable than could be formally anticipated. This is 
an unexpected result of this modeling. It may prove, with 
further modeling, to be fortuitous. Thus, we cannot eliminate 
the likely possibility that finite-fault simulations using the 
stochastic technique and the co n spectra are inherently non- 
unique. Further comparative studies may show the necessity 
of adjusting the values of K to particular observations. The 
correct average K and its variability can only be established 
empirically. 

In a hindcast simulation such as that demonstrated 
above, we benefit from the knowledge of an observed value 

of Aa, as determined from fault dimensions and the final 
slip, except for the case of the Saguenay event. This is not 
the case for ground-motion forecasts. The range of possible 
stress-parameter values, or final fault slips, within any given 
region may cause significant interevent variability in 
ground-motion predictions. The consequence is significant 
uncertainty when forecasting motions from future large 
earthquakes, even if the location and geometry of the fault 
plane can be specified. 

The case of the Saguenay event illustrates the effect of 
uncertainty in specifying the parameter Aa, which, within 
the framework of our model, determines the number of su- 
bfaults and the "active" asperities on the fault plane. The 
larger is the value of Aa; the lesser is the number of sub- 
events that must be summed in order to match the required 
target moment. If Atr is not well known, then uncertainty in 
its value will lead to uncertainty in the inferred slip distri- 
bution. This may explain the differences in inferred patterns 
of slip across the Saguenay fault, as obtained by different 
authors (Haddon, 1992; 1995; Hartzell et al., 1994; this ar- 
ticle). 

The choice of the representative subevent size is an is- 
sue that needs to be addressed in most finite-fault simulation 
methods. In our work, the fault plane is divided into ap- 
proximately 40 to 80 elements. The resulting subfanlt corner 
frequencies for the Michoacan and Valparaiso earthquakes 
are 0.08 and 0.14 Hz, respectively (Table 2), or below the 
frequencies of most interest in ground-motion predictions. 
Finer discretizafion is unwarranted, since we are interested 
in the gross features of faulting only. Thus, all simulations 
for very large earthquakes (magnitudes about 8) are in the 
"high-frequency" domain, making the choice of subfault size 
L for these earthquakes unimportant. For the Saguenay 
event, the subfanlt corner frequency is 2.6 Hz, which is 
within the frequency range of practical interest. In this sit- 
uation, the assumed subevent size should ideally correspond 
to the size of dominant asperities. If this information is not 
available, a range of L must be considered. Practically, this 
range can only be constrained by empirical analyses of earth- 
quake spectra. This introduces the requirement for empirical 
validation of finite-fault models in each region of interest. 
We emphasize that the need for empirical validation with a 
representative range of earthquakes is common to all 
ground-motion prediction models. 

All alternative methods presented in Table 1 have their 
own sources of potential bias. All finite-fault methods suffer 
from the necessity of making modeling assumptions that are 
not entirely justified. This explains the result of our partic- 
ular comparison, showing that the simple stochastic tech- 
nique provides a similar level of accuracy to the empirical 
source function method employed by Somerville et al. 
(1991). Atkinson and Somerville (1994) reached a similar 
conclusion comparing the two methods for small earth- 
quakes, for which finite-fault effects could be neglected. 

In conclusion, the salient features of high-frequency 
ground motion generated by large earthquakes can be sim- 
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ulated by a simple stochastic technique, which sums the con- 
tributions of equivalent point sources distributed over the 
rupture plane. The method has inherent ambiguity that arises 
from the postulated equivalence between a point source and 
a small but finite subsource. The ambiguous parameter K 
may be established on average through regional validation 
studies but, together with the ambiguity in specifying Act, 
will remain a predominant source of uncertainty in predict- 
ing the motions from future large events. This uncertainty is 
inherent to ground-motion prediction in general, since the 
detailed rupture characteristics of future earthquakes, such 
as the local slip rate or the value of final slip, cannot be 
known. 
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Appendix 

Validity of  Far-Field Approximat ion  
for Point-Source Radiation 

It has been shown above that the far-field radiation of a 
point-dislocation source with properly chosen slip function 
has an o9 n spectrum. However, a single n cannot describe 
both the near and far fields, and the model becomes more 
complicated if near-field terms are included. 

The ratio of far- to intermediate- and near-field terms in 
equation (4.32) of Aki and Richards (1980) has an order of 
R/2, where 2 is the wavelength. We simulated a maximum 
wavelength of about 11 km (at a period of 3 sec) for the 
Michoacan and Valparafso earthquakes. The minimum dis- 
tance from the subsources to the recording site was within 
the range of 14 to 24 km for the Caleta de Campos, La 
Villita, La Union, and Zihuatenejo stations in the Mexico 
earthquake case, giving R/2 of the order of unity. This would 
imply that the full dislocation-radiation expression should 
be used instead of its truncated far-field version. In spite of 
this, the far-field approximation provided satisfactory re- 
suits. Could it be fortuitous? 

Equation (4.32) of Aid and Richards (1980) shows that 
intermediate- and near-field terms of the shear-dislocation 
radiation are time integrals of a far-field term. As a result, 
they have a steeper high-frequency decay beyond a common 
comer frequency. Acceleration spectra in the ~o 2 model are 
dominated by frequencies higher than the comer frequency, 
and we simulated accelerations only. Consequently, the ne- 
glected near-field effects are relatively small even at short 
distances. This explains our ability to simulate the near- 
source motions from point sources using the far-field ap- 
proximation. This would not be valid in a general case. For 
example, the situation would change radically if n were more 
than 2. For the 093 model (n = 3), simulating finite-fault 
radiation at close distances would necessarily require inclu- 
sion of near-field terms. 
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