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Stochastic Finite-Fault Modeling of Ground Motions from 

the 1994 Northridge, California, Earthquake. 

I. Validation on Rock Sites 

by Igor A. Beresnev and Gall M. Atkinson 

Abstract The stochastic method of simulating ground motions from finite faults 
is validated against strong-motion data from the M 6.7 1994 Northridge, California, 
earthquake. The finite-fault plane is subdivided into elements, each element is as- 
signed a stochastic o92 spectrum, and the delayed contributions from all subfaults are 
summed in the time domain. Simulated horizontal acceleration time histories and 
Fourier spectra at 28 rock sites are compared with observations. We first perform 
simulations using the slip distribution on the causative fault derived from strong- 
motion, teleseismic, GPS, and leveling data (Wald e t  al., 1996). We then test the 
performance of the method using quasi-random distributions of slip and alternative 
hypocenter locations; this is important because the rupture initiation point and slip 
distribution are in general not known for future earthquakes. 

The model bias is calculated as the ratio of the simulated to the observed spectrum 
in the frequency band of 0.1 to 12.5 Hz, averaged over a suite of rock sites. The 
mean bias is within the 95% confidence limits of unity, showing that the model 
provides an accurate prediction of the spectral content of ground motions on average. 
The maximum excursion of the model bias from the unity value, when averaged over 
all 28 rock stations, is a factor of approximately 1.6; at most frequencies, it is below 
a factor of 1.4. 

Interestingly, the spectral bias and the standard deviation of the stochastic simu- 
lations do not depend on whether the fault slip distribution and hypocenter location 
are based on data or are randomly generated. This suggests that these parameters do 
not affect the accuracy of predicting the average characteristics of ground motion, 
or they may have their predominant effect in the frequency range below about 0.1 
Hz (below the range of this study). The implication is that deterministic slip models 
are not necessary to produce reasonably accurate simulations of the spectral content 
of strong ground motions. This is fortunate, because such models are not available 
for forecasting motions from future earthquakes. However, the directivity effects 
controlled by the hypocenter location are important in determining peak ground ac- 
celeration at individual sites. 

Although the method is unbiased when averaged over all rock sites, the simulations 
at individual sites can have significant errors (generally a factor of 2 to 3), which are 
also frequency dependent. Factors such as local geology, site topography, or basin- 
propagation effects can profoundly affect the recordings at individual stations. To 
generate more accurate site-specific predictions, empirical responses at each site 
could be established. 

Introduction 

Stochastic modeling of earthquake radiation is widely 
used in the prediction of strong ground motions (Hanks and 
McGuire, 1981; Boore, 1983, 1986, 1996; Boore and Atkin- 
son, 1987; Chin and Aki, 1991; Atldnson and Boore, 1997; 

Toro et al., 1997; Atkinson and Beresnev, 1998). The 
method assumes that high-frequency earthquake motions 
can be represented as band-limited Gaussian noise having 
an o9 2 mean spectrum. A limitation of the model, as it is 
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most commonly employed, is that earthquakes are treated as 
point sources. There is growing recognition that finite-fault 
effects, including rupture geometry and directivity, can pro- 
foundly influence the character of strong-ground motions, in 
both the near- and far-field regions (Hartzell, 1978; Irikura, 
1983; Joyner and Boore, 1986; Heaton and Hartzell, 1989; 
Somerville et al., 1991; Hutchings, 1994; Tumarkin and Ar- 
chuleta, 1994; Tumarkin et al., 1994; Zeng et al., 1994; At- 
kinson and Silva, 1997). To accommodate these effects, 
Silva et al. (1990), Schneider et al. (1993), and Beresnev 
and Atkinson (1997) extended the stochastic modeling tech- 
nique to consider rapture along a finite-fault plane. The sto- 
chastic finite-fault model has been validated against the M 
6.9 1989 Loma Prieta, California (Schneider et aL, 1993), 
the M 8.0 1985 Michoacan, Mexico, the M 8.0 1985 Val- 
paraiso, Chile, and the M 5.8 1988 Saguenay, Qu6bec, 
events (Beresnev and Atkinson, 1997). 

The purpose of this study is to validate the stochastic 
finite-fault simulation technique against multiple free-field 
hard-rock stations that recorded strong motions from the M 
6.7 1994 Northridge, California, mainshock (Chang et aL, 
1996, Table 1). The restriction to rock sites eliminates com- 
plications introduced by pronounced site response and non- 
linearity; these effects are discussed in a companion article 
(Beresnev et al., 1998). The database for the validation ex- 
ercise includes all rock records contained in the Southern 
California Earthquake Center (SCEC) strong-motion data- 
base (Tumarkin et al., 1996; Wald, 1997; also http:// 
smdb.crustal.ucsb.edu/). Records that can be categorized as 
rock are determined following the classification of Chang et 
al. (1996) or the information on site geology provided by 
the SCEC database; there are 28 rock stations identified on 
this basis. 

Stochastic Finite-Fault Simulation Method 

The simulation method is presented by Beresnev and 
Atkinson (1997, 1998). All simulations are performed using 
the FORTRAN code FINSIM (Beresnev and Atkinson, 1998). 
The method uses a traditional kinematic finite-source model 
(Hartzell, 1978), in which the rupture initiates at the hypo- 
center and propagates radially from it. The velocity of rup- 
ture propagation is assumed to equal 0.8 times the shear- 
wave velocity. A rectangular fault is assumed. The fault 
plane is subdivided into rectangular elements (subfaults); 
each subfault is triggered as the rupture reaches its center. 
The subfanlt acceleration time history is propagated to the 
observation point using empirical distance-dependent dura- 
tion, geometric attenuation, and attenuation (Q) models 
(Boore and Atkinson, 1987; Beresnev and Atkinson, 1997). 
The user-defined character of the empirical operators makes 
the method readily applicable to any particular region of 
interest. 

The method of Boore (1983, 1996) is used to generate 
stochastic acceleration time histories from each of the su- 
bfaults. The 092 spectrum of the subfault (Boom, 1983) is 

multiplied by the normalized spectrum of a limited-duration 
Gaussian noise sample. This produces a subfault spectrum 
that has a stochastic character. The comer frequency of the 
underlying point-source 092 spectrum (f0) and the corre- 
sponding subfault moment (m0) are derived from the sub- 
fault size (Al): 

fo = (yz/=)p/al, (1) 

m o = Aa A/3, (2) 

where Aa is the Kanamori-Anderson (1975) "stress param- 
eter" (fixed at 50 bars), fl is the shear-wave velocity, y is 
the ratio of rupture velocity to fl (fixed at 0.8), and z is the 
parameter defining the strength of high-frequency radiation 
(Beresnev and Atkinson, 1997, equations 14 and 16, respec- 
tively). The number of subfault triggerings is adjusted to 
conserve the total moment of the modeled earthquake. In- 
homogenuous slip distribution on the target fault is allowed. 

In the initial formulation of the method, the parameter 
z in equation (1) was a constant, whose value could be ob- 
tained by calibration against empirical data. In a subsequent 
refinement, we have linked z to the maximum velocity of 
slip on the fault, in order to give this parameter a clear physi- 
cal meaning. The maximum slip velocity on a dislocation 
that radiates an 092 spectrum is derived from equation (8) of 
Beresnev and Atldnson (1997): vm = U/er, where U is the 
final displacement, e is the base of natural logarithm, and 

- 1/2zfo. Using equation (1) and the definition of stress 
parameter Act =-/.t(U/AI), where/.t is the shear modulus, we 
obtain 

12 m ----- (2yz/e) (Aerlpfl), (3) 

where p is density. Thus, the parameter z directly controls 
the maximum slip velocity on the fault. It follows from 
shear-dislocation theory that z has a value of 1.68, using the 
standard convention for the definition of dislocation rise time 
(Beresnev and Atkinson, 1997, p. 70). A value of z > 1.68 
implies a "faster" slip, while z < 1.68 implies slower slip. 
The ratio of a particular z value to 1.68 can be considered 
as a high-frequency radiation-strength factor (s), because a 
high value of z will enhance the acceleration spectral am- 
plitudes at high frequencies (above f0 ), whereas a low z value 
will have the opposite effect. 

Our modeling of the M 8.0 1985 Michoacan and Val- 
paraiso subduction-zone events accurately reproduced 
strong ground motions using s = 1.0. We anticipate that the 
natural variability of slip velocities on faults will lead to 
radiation-strength factors generally departing from unity. 
Since the level of high-frequency radiation is proportional 
to fo 2 (Boore, 1983, equation 3; Atkinson and Beresnev, 
1997), spectral amplitudes at high frequencies vary as z a. 
Thus, an increase in the s factor from, say, 1 to 2, would 
increase high-frequency spectral amplitudes by a factor of 
4. For this reason, we would generally not expect s to vary 
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from its standard value of unity by more than about a factor 
of 2. For example, s = 1.6 is the derived value from the 28 
rock sites that recorded the Northridge mainshock (see later). 

Simulation Parameters  

The locations of the 28 rock stations used in the vali- 
dation are shown in Figure 1; their geography is summarized 
in Table 1. Station names are those adopted in the SCEC 
database. A summary of simulation parameters is given in 
Table 2. 

The moment, slip distribution, and fault geometry are 
adopted from the preferred model of Wald et  al. (1996, Fig. 
4d and Table 5). Wald et al . ' s  (1996) slip distribution is 
reproduced in Figure 2a. The overall rupture dimensions are 
18 by 24 km, while the effective area of slip, shown in Figure 
2a, is 14 by 21 kin. We discretize the fault into 5- by 5-km 
elements and derive the individual slips based on contours. 
Note that each subfault can only trigger an integer number 
of times. Because their moments then become discrete and 
can only be multiples of m 0 in equation (2) (Beresnev and 
Atkinson, 1997, p. 72), adjustments were made in individual 
slips to match the target moment. The resulting discretized 

model is shown in Figure 2b, where the entire fault plane is 
shown. The uppermost and lowermost rows of subfaults in 
this model have zero slip, although all subfaults will radiate 
in the random slip models considered below. 

We emphasize that the approximate subfault size should 
be considered an internal parameter of the finite-fault models 
and cannot be arbitrarily chosen on a case-by-case basis. The 
total radiation has a square-root dependence on the subfault 
size; thus model calibration, including determination of ap- 
propriate A/, is essential (Beresnev and Atkinson, 1998, 
equation 6). A semi-empirical rule, based on a number of 
validation studies, establishes that the subfaults be approx- 
imately equivalent to M 5 to 6.5 earthquakes, depending 
upon the size of target event (Silva et  al., 1990; Schneider 
et  al., 1993; Beresnev and Atkinson, 1998). This rule has 
some theoretical justification. In general, the subfault corner 
frequency should be below the frequency range of simula- 
tion, imposing a minimum size A/, and thus a minimum 
magnitude for the subevent. This constraint reduces the 
model dependence on subfault size. On the other hand, the 
maximum Al is also limited, because a sufficient number of 
subevents is needed to produce realistic-looking accelero- 
grams (Beresnev and Atkinson, 1998, pp. 28-29). Based on 
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Figure 1. The rock sites used in the simulations (triangles). Open triangles mark the 
stations surrounding the fault plane at different azimuths, whose trace-by-trace simu- 
lations are presented in Figure 3. The surface projection of the mainshock rupture is 
outlined by the box (Wald et al., 1996). The fault plane dips to the southwest at 40 °, 
with the top edge at a depth of 5 km and the bottom edge at a depth of 21.1 kin. The 
epicenter is marked with the star. 
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Table  1 

Rock Stations 

Hypocentral 
Station Distance 
Name Latitude Longitude Location (kin) Agency* 

ANB 34.758 - 118.361 Antelope Buttes 66.1 CDMG 
BCY 34.204 - 118.302 USC #59 29.1 USC 
GPK 34.120 - 118.300 Los Angeles~3riffith Observatory 30.9 USGS 
L09 34.610 - 118.560 Lake Hughes #9 48.5 CDMG 
IAB 34.650 - 118.477 Lake Hughes #4B 53.0 CDMG 
IAN 34.650 - 118.478 Lake Hughes #4 53.0 CDMG 
LF5 34.127 - 118.405 USC #14 24.5 USC 
LPK 34.109 - 119.065 Point Mugu-Laguna Park 53.1 CDMG 
LRB 34.486 - 117.980 Littlerock-Brainard Canyon 63.0 CDMG 
LUH 34,062 - 118.198 Los Angeles-University Hospital Grounds 40.3 CDMG 
LV3 34.596 - 118.243 Leona Valley #3 54.5 CDMG 
LWE 34.114 - 118.380 USC #17 26.3 USC 
LWS 34.089 - 118.435 USC #16 25.2 USC 
MCN 34.087 - 118.693 Malibu Canyon-Monte Nido Fire Station 27.2 USGS 
MSM 34.086 - 118.481 USC #15 24.1 USC 
MTW 34.224 -118.057 Mt. Wilson-Caltech Seismic Station 48.5 CDMG 
NBC 33.623 - 117.931 Newport Beach-Newport Blvd & Coast Hwy 88.3 CDMG 
ORR 34.560 - 118.640 Castaic-Old Ridge Route 44.4 CDMG 
PCD 34.334 - 118.396 Pacoima Dam Downstream 27.1 CDMG 
PKC 34.288 - 118.375 Pacoima-Kagel Canyon 25.9 CDMG 
PVC 33.746 - 118.396 Rancho Palos Verdes-Hawthorne Blvd 56.5 CDMG 
PVR 33.772 - 118.319 Palos Verdes Reservoir Abutment Bldg 56.1 USGS 
RDC 34.169 - 117.579 Rancho Cucamonga-Deer Canyon 90.7 CDMG 
RHE 33.787 - 118.356 Rolling Hills Estates-Rancho Vista School 53.5 CDMG 
SCT 34.106 - 118.454 Stone Canyon Reservoir Dam 23.6 SCEC 
S JR 33.620 - 117.842 San Joaquin Reservoir Left Abutment 94.0 USGS 
SSA 34.231 - 118.713 Santa Susana 24.9 DOE 
WJF 34.381 - 117.737 Wrightwood-Jackson Flat 78.7 CDMG 

*Name of agency that collected the data. CDMG: California Division of Mines and Geology; DOE: Department of Energy; SCEC: Southern California 
Earthquake Center; USC: University of Southern California; USGS: United States Geological Survey. 

Table  2 

Modeling Parameters 

Parameter Parameter Value 

Fault orientation strike 122 ° , dip 40 ° 
Fault dimensions along strike 20 by 25 

and dip (km) 
Fault depth range (km) 5-21.1 
Mainshock moment (dyne-cm) 1.3 x 1026 

Subfanlt dimensions (km) 5 by 5 
Stress parameter (bars) 50 
Radiation-strength factor 1.6 
Number of subsources summed 17 
Q(f) 150/°'s 
Geometric spreading 1/R 
Windowing function Saragoni-Hart 
Kappa 0.05 
Local amplification Boore-Joyner (1997) western 

North America generic rock site 
Crustal shear-wave velocity (krn/s) 3.7 
Rupture velocity 0.8 X (shear-wave velocity) 
Crustal density (g/cm 3) 2.8 

these  cons t ra in ts ,  FINSIM es tab l i shes  a c o n v e n t i o n  b y  w h i c h  

the  subfau l t  s ize  var ies  b e t w e e n  app rox ima te ly  5 and  15 km,  

w h i c h  are c o n s i d e r e d  we l l - ca l ib ra ted  values .  The  ex i s t ence  

o f  a l ower  l imi t  impl i e s  tha t  the  f ini te-faul t  m e t h o d o l o g y  is 

app l icab le  to se i smic  even t s  wi th  m a g n i t u d e s  exceed ing  ap- 

p r o x i m a t e l y  5.5, wh i l e  smal le r  even t s  c an  b e  c o n s i d e r e d  

po in t  sources  ( B e r e s n e v  and  A t k i n s o n ,  1998, p. 29). Th i s  

c o n c l u s i o n  is cons i s t en t  w i th  m o d e l i n g  resu l t s  for  the  em-  

pi r ical  Ca l i fo rn ia  da t abase  ( A t l d n s o n  and  Silva,  1997).  

For  the  h y p o c e n t r a l - d i s t a n c e  r a n g e  o f  the  obse rva t ions ,  

r a n g i n g  f r o m  24 to 94  km,  a geome t r i c  sp read ing  opera to r  

o f  1/R was appl ied.  The  dura t ion  o f  m o t i o n  is a s s u m e d  to 

equa l  the  source  dura t ion.  The  adop ted  f o r m  of  the  r eg iona l  

qua l i ty  factor ,  Q 150,/f ,  is charac te r i s t i c  o f  s o u t h e m  Cali-  

fo rn ia  (Har tze l l  et al., 1996).  Al l  s imu la t ed  spec t ra  were  am-  

pl i f ied by  the  c rus ta l  r e s p o n s e  o f  a gener ic  wes t e rn  N o r t h  

A m e r i c a n  rock  si te  (Boore  and  Joyner ,  1997, T a b l e  3) and  

a t t enua ted  by  the  k a p p a  opera to r  w i th  K = 0.05 ( A n d e r s o n  

and  H o u g h ,  1984),  w h i c h  is the  gener i c  Ca l i fo rn ia  va lue  for  

even t s  o f  this  m a g n i t u d e  ( A t l d n s o n  and  Si lva,  1997).  
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used to calculate the Fourier spectrum. The spectra of  the 
two observed horizontal components were geometrically av- 
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Figure 2. (a) Effective area (14 by 21 km) of 
Northridge mainshock rupture. The hypocenter is 
marked with the star. The contours indicate slip in 
meters. The full fault dimensions are 18 and 24 km 
along strike and dip, respectively (after Wald et al., 
1996). (b) Finite-fault model used in simulations. The 
subfaults are 5 by 5 km. The slip on individual sub- 
faults is derived from contours and changes discretely 
in steps of mo. The hypocenter is at the center of the 
subfault shown in dark color. The full fault dimen- 
sions are shown. 

We determined, by trial-and-error, that the value of  ra- 
diation-strength factor that best fits the recorded spectra (0.1 
to 12.5 Hz) is s = 1.6. This is the only parameter, other than 
the slip distribution, that is fine-tuned or specific to this 
simulation exercise. 

Da ta  

The results of  finite-fault simulations are validated 
against recorded horizontal acceleration time histories and 
their Fourier amplitude spectra. The recorded accelero- 
grams, obtained through the SCEC strong-motion database, 
do not all have the same sampling rate. Recorded traces with 

Resul ts  

Observations and Simulations at Individual Stations 
and Estimation of  Model Bias 

We first choose a subset of  12 stations near the surface 
projection of  the fault, surrounding it at various azimuths 
(open triangles in Fig. 1). The distribution of  these stations 
provides a reasonable coverage of  the direcfivity effects 
from the mainshock rupture. Figure 3 compares the recorded 
and simulated accelerograms and Fourier spectra at these 12 
stations, arranged clockwise from station PCD, which is lo- 
cated approximately updip from the fault. The 12-sec win- 
dows of  the two observed horizontal components are shown 
below the spectra, except for station SSA, where only one 
recorded component is available. The stochastic simulation 
program, with parameters given earlier, was used to generate 
a random horizontal component, which is shown as the bot- 
tom trace below the spectra. The fault slip distribution de- 
rived from the preferred model of  Wald e t  aL (1996) is used. 

Model bias is commonly defined as the ratio of  simu- 
lated to observed Fourier spectrum, averaged over all sta- 
tions (Abrahamson et  al., 1990; Schneider et  al., 1993; At- 
kinson and Boore, 1998). The frequency range of  this study 
is 0.1 to 12.5 Hz. Note that the bias estimated in this way is 
insensitive to whether acceleration or velocity time histories 
are used, because they have identical model bias as com- 
puted in the frequency domain (treating bias in the frequency 
domain is also useful for engineering applications). Figures 
4 and 5 present the model bias calculated on the basis of  12 
close-in stations, representing the directivity effects on the 
spectra (Fig. 3), and all 28 rock sites, respectively. The 
hatched bands indicate the 95% confidence limits of the 
mean, calculated from the t distribution, and the dashed lines 
show + 1 standard deviation. The standard deviation pro- 
vides a measure of  prediction uncertainty for individual sta- 
tions, while the confidence band on the mean provides a 
measure of  the uncertainty on the mean bias of  the model. 

We base our simulations for each site on a single sto- 
chastic realization of  the acceleration spectrum, rather than 
an average value over many realizations. This is justified, 
because the stochastic variability is small in relation to nat- 
ural variability in source processes, and our primary interest 
is in the mean bias taken over many stations. 

Figure 3 shows that the duration of strong ground mo- 
tion and the shape and the amplitude of the Fourier spectrum 
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Figure 3. Recorded and simulated accelerograms and Fourier spectra at 12 stations 
surrounding the fault plane. The stations are shown as open triangles in Figure 1. The 
sites are arranged clockwise from station PCD. The observed and simulated spectra are 
shown by the solid and dashed lines, respectively. The two upper traces below the 
spectra are the observed horizontal accelerations, with azimuth of the component in- 
dicated above each trace. The peak ground acceleration in cm/sec 2 is shown to the left 
of the traces. 
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Figure 4. Model bias showing the ratio of simu- 
lated to observed spectrum, averaged over 12 close- 
in stations shown as open triangles in Figure 1. The 
observed spectrum at each site is calculated as the 
geometric average of the spectra of two horizontal 
components. Dashed line shows + 1 standard devia- 
tion. 
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Figure 5. Model bias and standard deviation for 
all 28 rock stations. 
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are generally well matched by the stochastic simulations, 
although significant discrepancies exist at certain sites. The 
model gives an accurate prediction on average: The mean 
ratio of the simulated to the observed spectrum is not sig- 
nificantly different from unity at all frequencies (Figs. 4 and 
5). The maximum excursion of the mean curve from unity 
in Figure 5 is a factor of 1.6 at approximately 10 Hz; at all 
other frequencies, it is less than a factor of 1.5. Inclusion of 
all, even more distant stations, narrows the confidence band 
on the mean (Figs. 4 and 5). There is no distinct dependence 
of standard deviation on whether the subset of 12 close sta- 
tions (Fig. 4) or all rock stations (Fig. 5) are considered; at 
least, apart from irregular variations from frequency to fre- 
quency, no systematic trend is observed. The scatter of the 
ratio of the simulated to the observed spectrum, as charac- 
terized by one standard deviation, is between 0.3 and 2 at 
most frequencies, and it generally increases above 10 Hz. 
This gives the uncertainty in predicting individual spectra, 
which is also illustrated by the comparisons in Figure 3. 

It is interesting to look at the cases where the simula- 
tions significantly underpredict site-specific observations 
(stations PKC, GPK, LPK, and ORR). We note that in each 
of them, the actual duration is significantly longer than the 
simulation. For example, at stations PKC and ORR, there are 
significant late-arriving low-frequency pulses in the ob- 
served traces, which are missing from the simulated records. 
However, at other stations near to PKC and ORR, the spectra 
and durations are well matched by the simulations. For ex- 
ample, at station PCD, only a few kilometers from PKC, the 
spectral amplitudes and duration of the simulation are a good 
match to the observations. At station ORR, the observed 
spectrum is underpredicted by almost an order of magnitude 
at low frequencies, while at nearby station L09, the observed 
spectrum is overpredicted at the same frequencies. It is pos- 
sible that the significant discrepancies between the obser- 
vations and the model at individual stations, such as ORR 
and PKC, are caused by the effects of local response, topog- 
raphy, or basin geometry unaccounted for by the simula- 
tions. Local response could be readily incorporated empiri- 
cally and is likely to reduce the uncertainty of predictions at 
individual sites. Two-dimensional or three-dimensional ba- 
sin effects are less easily incorporated, representing a limi- 
tation of the method. Overall, we conclude that the stochastic 
simulation provides a surprisingly accurate prediction of ob- 
served ground-motion amplitudes on average (Figs. 4 and 
5), despite the simplicity of its underlying assumptions. 

The hypocentral distance for stations used in this study 
varies by up to a factor of 4. Figure 6 presents the ratio of 
simulated to observed spectrum as a function of distance at 
example frequencies of 0.5 and 8 Hz, verifying that our 
adopted attenuation model is reasonable. There are no dis- 
cernible distance-dependent trends in the model misfit. 

In discussing the theoretical limitations of the method, 
we have suggested that simulations be confined to the fre- 
quency range where the subsource spectra are fiat, or above 
the subsource corner frequency, to minimize the dependence 
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Figure 6. Station misfits (ratios of simulated to 
observed spectrum) as a function of hypocentral dis- 
tance. Misfits are shown at 0.5 and 8 Hz. 

of simulation results on the subfault size (Beresnev and At- 
kinson, 1998). The practical limits of applicability of the 
stochastic method, however, can only be established through 
empirical calibration. The corner frequency of the subsource 
spectra in Northridge simulations is 0.51 Hz. We performed 
simulations between 0.1 and 12.5 Hz and found no increase 
in modeling uncertainty toward the lowest frequencies. We 
thus suggest, based on the Northridge validation, that the 
application of the stochastic technique may be justified at 
frequencies as low as 0.1 Hz and higher. 

It is interesting to check whether the slip velocity, de- 
rived from the calibrated value of the radiation-strength fac- 
tor (s = 1.6), is consistent with other available estimates. 
Substituting the model parameters (y = 0.8, z = 1.6 × 1.68, 
A~r = 50 × 105 N/m 2, p = 2800 kg/m 3, fl = 3700 ndsec) 
into equation (3), we obtain vm = 0.8 m/sec, which is the 
value implied by our simulations. The actual slip velocity 
may be estimated by dividing the average slip (1.3 m) by 
the average rise time (1.0 sec), provided by Wald et aL 

(1996, Table 5), to obtain V,n = 1.3 m/sec. The two values 
are in reasonable agreement, taking into account that each 
estimate has its uncertainty and is affected by a variety of 
model trade-offs. 
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Modeling with a Random Distribution of  Slip 

The simulation results discussed earlier have been ob- 
tained using the finite-fault model of  Figure 2b, derived from 
Wald et al.'s (1996) distribution of slip for the mainshock 
rupture. In general, the distribution of  slip is not known for 
future events. This motivates us to ask the question: How 
well could the ground motions be reproduced if the slip dis- 
tribution or hypocenter location were not known? To answer 
this question, we repeat our simulations assuming a ran- 
domly drawn slip and hypocenter location. We assume that 
the geometry and location of  a given seismogenic fault may 
be defined with reasonable accuracy, at least in principle; 
thus, we do not vary the location or geometry of  the rupture 
surface. 

We show the simulation results for two extreme cases 
of  hypocenter location, corresponding to the upper left- and 
bottom right-hand comers of  the fault (models A and B, 
respectively). The subfault moments are randomized in each 
case, with the constraint that the total moment be conserved. 
Due to the discrete character of  the subevent moments, the 
resulting slip distribution could be more appropriately called 
quasi-random, since the subfault moments can only be mul- 
tiples of  mo. The random finite-fault model A is shown in 
Figure 7, where the full 20- by 25-km fault area is assumed 
to have nonzero slip. 

Figures 8 and 9 present the model bias and standard 
deviation for the random models A and B, estimated on the 
basis of  the 12 close-in, and all 28 stations, respectively. As 
in the case of  Figures 4 and 5, the use of  data from all stations 
slightly narrows the confidence interval of  the mean. Using 
the random slip models does not lead to any appreciable 
decrease in accuracy of  predicting the mean nor does it in- 
crease the standard deviation, as compared to the actual slip 
derived from recorded geophysical data (cf. Figs 4 and 8, 
and 5 and 9). The mean ratio of simulated to observed spec- 
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Figure 7 Finite-fault model with randomly drawn 
subevent moments. The numbers on subfaults indi- 
cate slip in meters. The hypocenter is at the center of 
the subfault shown in dark color. 

trum remains indistinguishable from unity with 95% confi- 
dence. However, the misfit at individual stations will vary, 
due to directivity effects. 

Conclusions 

The stochastic finite-fault radiation modeling technique 
(Beresnev and Atkinson, 1997, 1998) has been applied to 
simulating horizontal acceleration time histories for the 28 
free-field rock recordings of  the M 6.7 1994 Northridge, 
California, earthquake. The method provides an accurate 
prediction of  the mean spectral content of  ground motions: 
the ratio of  the simulated to observed Fourier spectrum, av- 
eraged over all rock sites, is not significantly different from 
unity at the 95% confidence level, in the frequency range 
from 0.1 to 12.5 Hz. 
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Figure 8. Model bias showing the ratio of simu- 
lated to observed spectrum, averaged over 12 close- 
in stations, for random-slip models A and B. Model 
A corresponds to the distribution of subevent mo- 
ments and hypocenter location shown in Figure 7. 
Model B uses another random draw of the moment 
distribution, and the hypocenter is located at the bot- 
tom right-hand corner of fault plane. Dashed lines 
show + 1 standard deviation. 
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We initially tested the method using the slip distribution 
derived from strong-motion, teleseismic, GPS, and leveling 
data (Wald et  al., 1996), most of which measure the low- 
frequency content of radiated energy. We subsequently 
tested the method using randomly generated moment distri- 
butions and two alternative hypocenter locations. The use of 
a randomly drawn slip model in place of the data-derived 
model does not lead to any appreciable increase in simula- 
tion uncertainty, on average. This suggests that knowledge 
of the slip distribution is not required for the accurate av- 
erage prediction of acceleration spectra from large faults, for 
frequencies above 0.1 Hz. This conclusion is in accord with 
the general idea behind the stochastic method, which pos- 
tulates that the character of ground acceleration is stochastic, 
reflecting complex source and path processes that are not 
readily modeled in deterministic terms (Hanks and McGuire, 
1981). 

Although our modeling suggests that the exact details 
of slip distribution or rupture initiation location are not nec- 
essary to match the mean observed acceleration spectra, the 
directivity effects strongly influence the peak ground accel- 
erations (PGAs) at individual sites. This is clearly seen from 

the comparisons of PGA at stations situated directly updip 
and downdip of the fault plane, having similar hypocentral 
distance. Stations PCD and SSA are the most clear combi- 
nation of this kind (Fig. 1 and Table 1). Both observed and 
predicted peak accelerations at station PCD are conspicu- 
ously higher than at station SSA (Fig. 3). 

Also, although the model has a nearly zero average bias, 
the simulations of acceleration spectra at individual stations 
may have significant error. The model assumes a half-space 
geometry, which is shown to be correct on average. How- 
ever, local response, surface topography, and basin effects 
can significantly affect the ground motions at individual 
sites. To generate more accurate ground-motion time histo- 
ries at specific locations, empirical site-specific response 
functions would be useful. 
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