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barrier limit, the barrier to a reaction might more appropriately be
in H rather than in G. This limit is reminiscent of collision theory26.
High pressure may thus represent an opportunity for condensed-
matter chemical kineticists to investigate systematically the beha-
viour of kinetic rate constants when kinetic barriers vanish under
controllable conditions.

The increase of transport rate in the range 0–3 GPa is very large,
implying a significant inverse effect on viscosity of certain rocks and
magmas with depth. This is consistent with the experimental work
of Kushiro on network structured melts. Our results may be highly
relevant to subduction-zone magmatism in the mantle. In this
setting partial melting produces magmas enriched in SiO2.
Although there is little experimental information on the competing
effect of temperature on silica-rich melts at high pressure, we
propose that such magmas may show a decrease in viscosity with
depth until the migration barrier vanishes at 3 GPa (a depth of
,100 km), and then suddenly start to become more viscous. We
expect that this increase in viscosity may impede silicic magma
mobility deeper than 100 km. Interestingly, the predicted viscosity
minimum coincides with the nearly constant depth to the Wadati–
Benioff zone locating the subduction slab at ,100 km beneath most
subduction-related volcanic fronts27. This constant depth seems to
be largely unaffected by such factors as convergence rate or slab
thermal structure. We speculate that the onset of an increasing
magma viscosity at a ‘universal’ depth of 100 km, predicted from the
present experimental results, may control this aspect of subduction-
zone dynamics. There are many unanswered questions such as the
effect of SiO2 content and volatiles on the pressure of the viscosity
minimum. The proposed magma viscosity minimum at 3 GPa is a
testable hypothesis. Unfortunately, all existing high-pressure
experimental data on magma viscosity are limited to 2.5 GPa.
Viscosity measurements in the range 2.5 to 5 GPa should be
considered a priority. M
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It has been known since at least 1898 (ref. 1) that sediments can
amplify earthquake ground motion relative to bedrock. For the
weak ground motion accompanying small earthquakes, the ampli-
fication due to sediments is well understood in terms of linear
elasticity (Hooke’s law)2, but there has been a long-standing
debate regarding the amplification associated with the strong
ground motion produced by large earthquakes. The view of
geotechnical engineers, based largely on laboratory studies, is
that Hooke’s law breaks down at larger strains causing a reduced
(nonlinear) amplification. Seismologists, on the other hand, have
tended to remain sceptical of this nonlinear effect, mainly because
the relatively few strong-motion observations seemed to be con-
sistent with linear elasticity. Although some recent earthquake
studies have demonstrated nonlinear behaviour under certain
circumstances3,4, the significance of nonlinearity for the type of
stiff-soil sites found in the greater Los Angeles region remains
unresolved5. Here we report that ground-motion amplification
due to sediments for the main shock of the 1994 Northridge
earthquake was up to a factor of two less than the amplification
observed for its aftershocks. These observations imply significant
nonlinearity in such amplification, and bring into question the
use of measurements of weak ground motion to predict the strong
ground motion at sedimentary sites.

We compiled data for all locations where both main-shock and
aftershock recordings were obtained for the 1994 earthquake. The
21 resultant sites are listed in Table 1 and plotted in Fig. 1. On the
basis of surface geology, 15 of these sites are categorized as alluvium
(Quaternary sediments), two as soft rock (Tertiary units) and four
as relatively hard rock (Mesozoic basement). Also shown in Fig. 1
are the epicentral locations of the 184 aftershocks used in this study,
as well as the surface projection of the main-shock rupture dis-
tribution. To limit ourselves to a manageable quantity of data, we
have used only aftershocks with a magnitude between 3.0 and 5.6.

To estimate site effects in the weak-motion aftershock recordings,
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the shear-wave Fourier amplitude spectrum observed at the ith site
for the jth event, Oij(f ), is represented as

Oijð f Þ ¼ Ejð f Þ Pijð f Þ Sið f Þ ð1Þ

where f is frequency, Ej(f ) is the source effect of the jth event, Pij(f ) is
the path effect for the ith station and jth event, and Si(f ) is the site
response for the ith site. The path effect is specified as

Pijð f Þ ¼ r 2 1 e2 pfTs=Qðf Þ ð2Þ

where r is the hypocentral distance measured from the aftershock
location, Ts is the observed shear-wave travel time, and Q(f ) is the
quality factor representing attenuation.

The essence of the site-response estimation is as follows. After
correcting the observations for the path effect by assuming some
Q(f ), we estimate the source effects from a site or average of sites,
preferably on bedrock, assumed to have no significant site response.
The response at the other sites is then estimated as the ratio between
the path-corrected observations and the estimated source effects. In
practice, however, the entire data set is usually solved simulta-
neously by some kind of generalized inversion of equation (1)6,
which provides a convenient mode of book-keeping when not all
events are recorded at all sites. Of the many schemes that have been
proposed, we follow that of Field and Jacob7 to ensure reliable
uncertainty estimates.

The main-shock response is estimated as for the aftershocks using
equations (1) and (2). However, care must be taken in defining the
hypocentral distance, r, because the spatial distribution of rupture
(18 by 24 km; ref. 8) can be a significant fraction of the distance to
each site. Care should also be taken in defining Ts because the
rupture persists for several seconds. Therefore, some kind of average
values of r and Ts must be used so that the effects of energy arriving
from distances nearer and farther than r, as well as before and after
Ts, are averaged out.

The estimates of both weak- and strong-motion site response
obtained from equations (1) and (2) will be biased by any systematic
difference between the actual path effects and those assumed in
equation (2), or by any significant site response at the reference
site(s). However, because our intention here is to identify any
significant differences between the weak- and strong-motion
response, and because the travel paths are similar for the main
shock and aftershocks, these sources of bias will not influence the
comparison as long as the same Q(f ) and reference-site definition
are applied in both cases.

One additional complication is finite-source effects, such as
directivity9,10, in the strong-motion observations. These result
from the large spatial extent of the main-shock rupture, where
energy arriving from different locations on the fault plane may
interfere constructively or destructively causing Ej(f ) to vary with
site location. Therefore, appropriate spatial averages must be taken,
or corrections applied, to avoid such biases.

Figure 2 shows the weak- and strong-motion site-response
estimates averaged over the 15 quaternary alluvium sites. These
estimates were computed relative to the average of the four hard-
rock sites, and we followed Hartzell11 in assuming Qð f Þ ¼ 150 f 1=2.
The weak-motion response implies an amplification factor of ,3.1
at 1 Hz, decreasing to factors of ,2.5 and ,1.4 at 3 and 10 Hz,
respectively. The strong-motion amplification factors are system-
atically less, being ,1.9 at 1 Hz, ,1.3 at 3 Hz, and ,0.8 (deampli-
fication) at 10 Hz. This lower amplification for the main shock
implies nonlinearity.

To test the null hypothesis that sediment amplification was
similar for the main shock and the aftershocks, Fig. 3 shows the
ratios of the weak- to strong-motion estimates at each sediment
site. Also shown are the mean and 95% confidence region
assuming a log-normal distribution7. The difference from unity is
significant over almost the entire frequency band, and between 0.8
and 5.5 Hz at the 99% confidence level, leading to the rejection of
the null hypothesis. In other words, sediment amplification seems
to have been significantly less during the main shock, implying
nonlinearity.

The difference as plotted in Fig. 3 is greatest between 2 and 4 Hz.
For reference, the values of the individual ratios at 3 Hz are listed for
each site in Table 1. One might ask whether the difference depends
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Figure 1 Relief map of the study region. The alluvium recording sites are shown
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Figure 2 The mean and 62 standard-deviation-of-the-mean confidence limits of

the estimates of amplification at the 15 alluvium sites. The solid lines represent
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on the two highest ratios in Fig. 3 (VSP and JFP). In fact, at 3 Hz the
highest 10 ratios (out of 15) must be removed from the average
before the difference becomes insignificant at the 95% confidence
level.

Many tests have been conducted to evaluate the robustness of this
observation (E.H.F., Y.Z., P.A.J. and I.A.B., manuscript in prepara-
tion). As mentioned previously, any shortcomings of equation (2)
in representing the path effects will be mapped onto the weak- and
strong-motion estimates similarly, and therefore should not influ-
ence the ratios in Fig. 3. Nevertheless, we applied the Q models of
Peng12 and of Bonillia et al.13, as well as a constant Q of 328, and
found the results unchanged. Although bedrock sites can show their
own unique behaviour14,15, any significant site effect in our refer-
ence-site definition should influence both the weak- and strong-
motion estimates similarly. Indeed, although the amplification
levels shown in Fig. 2 depend on the reference definition, the
significant difference shown in Fig. 3 does not depend on the
inclusion of any particular rock site.

By far the most problematic source of bias could result from the
large spatial extent of rupture during the main shock. For the
strong-motion estimates r and Ts were determined from the loca-
tion and timing of maximum slip as determined by the inversion of
Wald et al.8. This point, shown as a star in Fig. 1, ruptured about 4.5
seconds after slip initiation at the hypocentre. However, we also

computed r from all four corners of the rupture plane, and Ts from
both the rupture initiation and termination 7 seconds later, and
found the conclusions regarding the null hypothesis unchanged.

As an additional test of whether finite-source effects for the
closest sites might be biasing the result, we re-did the analysis
using only the more distant sites in the Los Angeles basin (LCN,
HST, LSS, BHA, LVS and ALF) relative to the rock site SCT.
Although not as pronounced, the difference still persists. For
example, at 3 Hz the difference is a factor of 1.6 and is significant
at the 95% confidence level. That the difference is lower is consistent
with the notion that nonlinearity at the more distant sites, where
ground motion levels are lower, will be less.

As a final test of whether finite-source effects might be masquer-
ading as nonlinearity, we computed synthetic seismograms using
the methodology and Northridge rupture model of Zeng and
Anderson16. Specifically, for the 21 sites considered here, and
using the one-dimensional velocity model given in their Table 2,
we computed synthetic seismograms for the main shock and nine
relatively small events distributed equally over the main-shock
rupture plane. By conducting an analysis identical to that used to
generate Figs 2 and 3, we have found no evidence for a significant
bias due to finite source effects.

To infer the presence of nonlinear response amongst the myriad
of competing effects, we have been forced to combine the results
from numerous alluvium sites. However, by such averaging we
sacrifice physical insight into the nature of the nonlinearity. Having
convinced ourselves that the nonlinearity exists, we can now
examine individual sites more carefully to detect shifts in resonant
frequencies and/or reductions in amplification factors as a function
of input amplitudes, both of which are symptomatic of nonlinear
response. A sediment resonance that is clear in the weak-motion
site-response estimate (for four of the sites, SMI, NWH, JFP and
LF6) is conspicuous by its absence in the strong-motion results
(again implying nonlinearity). Such observations will help test the
validity of the laboratory-based methodologies used by engineers,
and will provide a basis for establishing equation-of-state relation-
ships for use in theoretical computations.

Finally, the conclusion of significant nonlinearity is good news in
that the amplifying effects of sediments, on average, are apparently
not as great as implied by weak-motion studies. However, it brings
into question the use of empirical Green’s functions (based on
recordings of small earthquakes) to study or predict strong ground
motion at sediment sites. M
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Figure 3 Ratios of the estimates of weak- to strong-motion site responses for

each of the 15 sediment sites (dashed lines). The values at 3Hz are listed in

Table 1. The mean and 95% confidence region of all the sediment-site ratios are

plotted with the solid lines and shaded region (based on a t-distribution with 14

degrees of freedom). The weak-motion amplification estimates are, on average,

significantly higher, implying nonlinearity.

Table 1 The 21 locations in the study region

Site
name

Site
geology*

Latitude Longitude Number of
aftershocks

Ratio at
3Hz†

PGA‡
(cms−1)

.............................................................................................................................................................................
CPC alluvium 34.212 −118.605 53 1.77 538
JFP alluvium 34.313 −118.498 32 7.98 616
LCN alluvium 34.063 −118.418 57 1.99 251
HST alluvium 34.090 −118.338 91 1.40 225
ALF alluvium 34.070 −118.150 69 1.27 99
MPK alluvium 34.288 −118.881 26 1.52 286
NWH alluvium 34.390 −118.530 42 2.05 578
SFY alluvium 34.236 −118.439 44 2.90 541
VSP alluvium 34.249 −118.478 5 9.37 923
LVS alluvium 34.005 −118.279 6 0.91 285
LSS alluvium 34.046 −118.355 2 2.52 482
SYH alluvium 34.326 −118.444 19 1.60 827
BHA alluvium 34.009 −118.361 15 1.83 234
NRG alluvium 34.209 −118.517 9 2.28 468
SMI alluvium 34.264 −118.666 36 1.28 924
LF6 soft rock 34.132 −118.439 85 5.96 498
TOP soft rock 34.084 −118.599 4 1.32 327
SSA hard rock 34.231 −118.713 26 1.52 336
SCT hard rock 34.106 −118.454 184 0.97 371
PCD hard rock 34.334 −118.396 25 0.42 426
LWS hard rock 34.089 −118.435 14 1.61 293
.............................................................................................................................................................................
* As defined in the SCEC strong-motion data archive17.
† The ratio of weak- to strong-motion site response estimate at 3Hz.
‡ Peak ground acceleration observed during the Northridge main shock17.
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Human foveal vision is subserved initially by groups of spatial,
temporal and orientational ‘filters’, the outputs of which are
combined to define perceptual objects. Although a great deal is
known about the filtering properties of individual cortical cells,
relatively little is known about the nature of this ‘linking’ process.
One recent approach1 has shown that the process can be thought
of in terms of an association field whose strength is determined
conjointly by the orientation and distance of the object. Here we
describe a fundamental difference in this feature-linking process
in central and peripheral parts of the visual field, which provides
insight into the ways that foveal and peripheral visual perception
differ2,3. In the fovea, performance can be explained only by
intercellular linking operations whereas in the periphery intra-
cellular filtering will suffice. This difference represents a substan-
tial economy in cortical neuronal processing of peripheral visual
information and may allow a recent theory of intercellular bind-
ing to be tested4–7.

The way that distributed neuronal activity in the cortex is
combined to define perceptual objects is an important question in
neurobiology7. In human vision, one promising method of study
involves the detection of paths of spatially narrowband elements
embedded in a field of similar elements with random position and
orientation1. The elements forming the path differ from those of the
background in that they conform to first-order curves (Fig. 1).
Human detection performance is nearly perfect for paths with

orientation differences between neighbouring elements of up to
20–30 degrees (Fig. 1a). It has been claimed1, but never substan-
tiated, that such performance could not be supported solely by
individual cortical filters, and hence requires an integrative or
linking process between cells analysing different orientations. We
find that this claim is indeed correct.

We used a path-detection model operating on multiple, inde-
pendent oriented filter outputs (Fig. 2 and Methods). The image is
initially orientation-filtered at a scale appropriate to the elements.
After thresholding, a symbolic description of the resulting orienta-
tion features is computed (a two-dimensional adaptation of the
MIRAGE algorithm8). The path is then indicated by the longest
feature present across all orientations. In the example in Fig. 2 the
path angle is zero and filters aligned with the straight path correctly
encode the path perceived in Fig. 2.

The solid line in Fig. 3a represents the output of our filter model,
compared with the performance of human foveal vision. Model
performance is much worse than that of human subjects when
path angle is increased and when the paths become more curved
(Fig. 3a). We could find no method of improving the performance
of the model without introducing interactions between cells tuned
to different orientations, providing a quantitative demonstration
that filtering alone (intracellular processing), at any one of a number
of orientations, is insufficient to explain human performance. A
direct test of this conclusion is to use paths composed of elements
whose spatial phases are alternately switched by 1808, embedded in a
background of elements with spatial phase set randomly to either 08
or 1808. Such a stimulus (Fig. 1b), which cannot be detected by a
simple linear filtering operation (model results are shown as a solid

Figure 1 An example of the path stimuli used. a, All elements are localized in

spatial frequencyand are of cosine phase. The path, which is slightly curved, runs

from bottom to top through the middle of the picture. b, A similar path, but now

composed of similar elements alternating in spatial phase by 1808, curves from

the bottom left to the top right, embedded in a background field of alternating-

phase elements. In the fovea both types of path are easily detected, but in the

periphery, the path shown in b is invisible.

Figure 2 The simple-filter model. a, An example image. b, The operation of four

filters from the full bank of 12 is shown. c, These filter outputs are ‘thresholded’

(all grey levels falling within 61 s.d. of the mean are replaced with the mean

value), producing a new image containing both positive and negative polarity

‘blobs’ (here blobs have been contrast-enhanced to demarcate them further).

d, Descriptions of the ‘blobs’ in each of these images, by which it is possible to

identify the longest blob across all filter outputs, identified as the ‘path’.


